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Welcome to Chiba Symposium! 
 

The organising committee is very grateful to you for joining 
this Third International Symposium on Acoustic Wave Devices 
for Future Mobile Communication Systems in Chiba. We really 
take your participation as a great honor. 

The symposium was initially planned to return university 
academic fruits to worldwide society by offering researchers 
and engineers a platform of this sort to discuss the most recent 
developments, common interests and future trends in acoustic 
wave device technologies and their related fields. Thinking 
back to the last two symposia held in 2001 and 2004, we are 
convinced that both of them were a complete success with 
nearly 200 participants each, a quarter of which being from 
overseas. In addition to a significant impact and academic 
importance provided, human relationships fostered throughout 
the symposia should have been most valuable for the 
researchers and engineers participated, which may be 
everlasting and contribute a great deal to their future work. 

Acoustic wave devices have established their present status, in particular, as indispensable 
ingredients in “mobile phones”. Entering ubiquitous society, however, we need the creation of new 
concepts of acoustic wave devices as well as further evolution and breakthroughs to maximise their 
performance with minimised physical size and weight, should they become real indispensable 
ingredients in “mobile information communications”. This may be dealt only by true cooperation 
amongst researchers and engineers all over the world. 

Because of the success of the last two symposia and changes in circumstances surrounding the 
acoustic wave device technologies, the university headquarters is happy to hold and support this 
symposium, which also meets the university policy of expanding international academic exchanges. 

We trust that this symposium will provide an opportunity to expand human relationships and 
mutual cooperation as well as a useful source for research and development of acoustic wave device 
technologies. 

The organising committee deeply indebted to Chiba University and Venture Business Laboratory 
of Chiba University for their sponsorship, and to the Murata Science Foundation and NTT DoCoMo, 
Inc. for their financial support. 
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                                       Masatsune Yamaguchi 
                                       Chairman of the Organising Committee 
                                       Professor EEE, Chiba University 
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Abstract –  As multimode becomes a more common product 
requirement, cost and efficiency are also becoming much more 
important.  Starting from a maximum efficiency circuit, we 
derive that polar modulation is the natural transmitter structure 
to realize multimode signalling.  Measurements of prototype 
polar transmitters are provided to validate the predictions. 
 
 

I.  Introduction 
For many reasons, mobile wireless devices must now operate 
using multiple signal types.  These reasons include the use of 
different services (voice and/or data) at different times, and 
having the cellular infrastructure environment change in a 
new location.  These signal types include both constant-
envelope (e.g. GSM, Bluetooth, etc.), and envelope-varying 
(e.g. EDGE, (W)CDMA, OFDM, QAM, etc.) characteristics.  
Because the envelope-varying signals conventionally require 
linear RF circuitry to properly generate them, they are often 
called ‘linear signals’. 
 
It is very well known that a conventional linear amplifier will 
exhibit good linearity at low efficiency (DC in to RF out), or 
good efficiency at compression where linearity is very poor.  
Much of radio engineering for the last several decades has 
been spent trying to reconcile these opposing characteristics, 
intent on realizing good circuit linearity while simultaneously 
exhibiting good efficiency. 
 
In addition, the cost of this reconciliation must be very low 
because modern GSM mobiles have set the size, weight, cost, 
operating temperature, and battery life expectations of over 
one billion (109) consumers.  Consumers are not interested in 
the radio technology used within their mobile device.  But 
compared to the compressed (and therefore efficient) RF 
transmitter in GSM mobiles, the linear RF transmitter needed 
for higher bandwidth-efficient signals are much more 
expensive to design and produce.  The challenge to the RF 
engineering community is very clear. 
 
Traditonal RF engineering begins with linear circuitry, and 
then modifications are worked on to improve efficiency.  This 
paper presents an opposite approach – begin with efficient, 
compressed RF circuitry, and work out designs to improve 
linear performance.  The result is a change to polar 
coordinate signal processing, while keeping all RF circuitry 
fully compressed.  Even though some aspects of polar 
modulation date back to before 1920 [1], the technique is 
gaining popularity as more engineering teams tackle this 
‘linear and also efficient’ problem. [2] [3] [4] [5] [6] [7] 

This paper is structured as follows.  Following this 
introduction, section II derives the polar signal processing 
conversion of the efficiency-based transmitter.  Section III 
presents Performance measurements from this transmitter.  
Finally, conclusions are drawn. 
 

II.  Efficiency Based Architecture Derivation 
To begin, we review some important characteristics of linear 
amplifiers when operated toward compression.  The first 
concept that must be re-examined is the concept of gain. 
 
In a linear amplifier, the transfer function is simply  

xay ⋅= 1    .                               (1) 
There are two ways to interpret gain from this transfer 
function.  The first is to take the first derivative of the output 
with respect to the input, referred to as the differential gain 
[8] 

1)()( axy
dx
d

xgd ==    .                (2) 

A second way to interpret gain is to take the ratio of the 
output over the input, referred to as the ratiometric gain 

1
1)( a
x
xa

xgr ==    .                      (3) 

Clearly, both the differential (2) and ratiometric gain (3) 
evaluate to the same value in this linear case.  But they differ 
greatly when nonlinear operation is encountered.  This 
difference is shown in Figure 1. 
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Figure 1.  Amplifier transfer function, with corresponding 
normalized differential and ratiometric gains. 

 



 

Reviewing Figure 1, it is seen that the differential gain goes 
to zero when the amplifier enters clipping.  However, the 
ratiometric gain never goes to zero because the output signal 
is never zero.  Ratiometric gain does drop when the input 
signal continues to grow after the output reaches compression. 
 
It is important to keep these gain definitions clearly separated 
because they represent very different effects.  Differential 
gain represents the waveform distortion of the amplifier, and 
therefore its effective linearity 







≥

<++=
= ∑

∞

=

cMAX

c
k

k
k

xxy

xxDxaaxa
xy 10

0

   
)(    .     (4a) 







≥

<+
= ∑

∞

=

−

c

c
2

1
1

0
gain

xx

xxxkaa
k

k
k .              (4b) 

This is not equivalent to the usual gain measurement 
performed in an RF laboratory, where gain is often taken as 
the difference of output power and input power measured in 
dBm 
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which we see is a ratiometric gain. 
 
When the transmitter design starting point is the maximum 
efficiency operating condition of the amplifier, we get the 
condition shown in Figure 2.  The amplifier is operating just 
into the output clipping region. 
 

Amplifier Characteristics - 7th order

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.0 0.5 1.0 1.5 2.0

Input (normalized to P1dB)

N
o

rm
al

iz
ed

 O
u

tp
u

t

linear

compressed

Efficiency

output clipping

Linearized

"Linear"

 
Figure 2.  Amplifier maximum efficiency operating condition 

Operating in this condition, the differential gain is equal to 
zero.  The amplifier is no longer acting as a controlled current 
source, but rather as a switch.  This shift is modeled as shown 
in Figure 3. 
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Figure 3.  When the differential gain is zero, the RF circuit 

model transforms from a controlled current source to a switch . 
 
Current through the load is governed by four terms.  Two 
relate to the circuitry external to the transistor, the load 
resistance RL, and the power supply VCC .  The remaining two 
parameters are transistor related, which are the conducting 
ON resistance RCE,ON, and the device DC offset voltage (if 
any) VAMO  .  When the design conditions of this amplifier 
meet the criteria  RCE,ON << RL   and   VAMO  << VCC , then we 
see that the load current is independent (to first order) of the 
transistor characteristics.  This directly implies very stable 
operation over manufacturing, temperature, and aging, which 
is confirmed by extensive measurements. 
 
But how do we use such a circuit?  Clearly the differential 
gain is zero, so it is essentially a limiter and has no linearity.  
It is seen though that there are still two degrees of freedom in 
the signal processing of this circuit, which are sufficient to 
realize all of the desired signals. 
 
If we postulate that time can be manipulated, then we can 
write 

( )( )( ) ( )( )tttt ∆⋅+=∆+ ωωω coscos            (6) 
It is then observed that time manipulation is equivalent to 
phase modulation when 

( ) ( )tt ∆⋅= ωφ                               (7) 
Time manipulation is the variation of the opening and closing 
times of the switch in Figure 3.  Thus, phase modulation 
passes through this circuit without change. 
 
The second degree of freedom relates to the current that flows 
through the switch.  Assuming for simplicity a aero transition 
time for the switch between OFF and ON states in each 
direction we can write the load current as 

( ) ( ) ( )( )( )( )[ ]1cossgn
2
1

tI  L +∆+⋅= tt
R

tV

L

CC ω     (8) 



 

Following bandpass or lowpass filtering to remove the carrier 
harmonics from the switch and using (7) this becomes the 
standard signal equation 

( ) ( ) ( )( ) ( ) ( )( )tttatt
R

tV

L

CC φωφω +⋅=+⋅= coscostI  L   (9) 

which is in polar coordinates.  The magnitude coordinate is 
controlled by varying the power supply to the switch, and the 
phase component is controlled by varying the time that the 
switch acts by closing and opening. 
 
Basing a transmitter on switching circuits lends itself 
naturally to CMOS implementation, since a CMOS gate is 
one of the best switch circuits ever devised.  One block 
diagram of such a transmitter is shown in Figure 4.  Much of 
the transmitter is transformed from linear RF CMOS circuit 
designs to a digital logic state machine. 
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Figure 4.  Polar transmitter based on switch circuits 

 
Besides being manufacturable in low cost digital CM OS, 
having the transmitter implemented as a state machine also 
naturally lends itself to multimode operation.  This is a direct 
consequence from the fact that a state machine does not care 
what the numbers are that it is manipulating.  If the input 
signal coordinates represent GSM, then a GSM signal will be 
generated.  Similarly, if the input signal coordinates represent 
OFDM, then the output signal will be OFDM. 
 
 

Performance Measurements 
Several polar transmitters following the block diagram of 
Figure 4 have been built and tested.  One set of tests is the 
actual multimode capability, meaning how many signal types 
can be generated using this one design.  To date, over 10 
different signal types have been realized with this one design.  
A subset of six of these signals is shown in Figure 5.   
 
These six signals represent a bandwidth ratio of nearly 400:1.  
At the narrowband end is the π/4-DQPSK signal used in the 
North American TDMA cellular network.  This signal has a 
bandwidth of 30 kHz.  At the wideband end is the OFDM 
signal used in IEEE 802.11a/g wireless LAN, which has an 
18 MHz bandwidth.  In between are GSM GMSK and EDGE 
3π/8-8PSK, both at 200 kHz bandwidth, cdma2000 at 1.25 
MHz bandwidth, and WCDMA at 3.84 MHz bandwidth. 
 

   
      π/4-DQPSK (TDMA)                   GMSK (GSM) 
 

  
       3π/8-8PSK (EDGE)                       cdma2000 
 

   
        HPSK  (WCDMA)            OFDM (IEEE 802.11a/g) 
 

Figure 5.  Multimode operation measurements from the Polar 
transmitter 

 
Other characteristics are also important.  In particular for a 
transmitter, RF output power is very important.  A very 
important property of the polar transmitter is that there is no 
output backoff in the transmitter final stage like is necessary 
for a linear transmitter.  With the final transistor operating as 
a switch, it is operating at saturated power at all times (the 
mose efficient condition).  Peak envelope power (PEP) of an 
envelope varying signal can rise all the way to the fully 
saturated power (PSAT) as shown in Figure 6. 
 

GMSK (2.5W) and 
EDGE (1.2W) peak 
powers are identical

 
Figure 6.  No output backoff (OBO): peak envelope power can 

easily equal saturated output power 
 



 

The next characteristic of major interest is realizable 
efficiency from this transmitter.  Taking the EDGE signal for 
an example, using a standard compressed power amplifier 
designed for GSM and achieving an efficiency of 60% at 2.5 
watts (+34.0 dBm) PA output power, the same device 
produced an EDGE output power of 1.2 watts (+30.8 dBm) 
with 40% efficiency.  The difference in output powers is 
3.2dB, which is exactly equal to the EDGE signal peak to 
average power ratio (PAR), confirming that there is no PA 
output backoff.  Compared to a linear transmitter using the 
same size output transistor, this performance is 2 to 3 dB 
more output power at nearly twice the efficiency [9] – a 
significant improvement.  
 
Figure 7 shows some comparative power consumption  
measurements between EDGE mobile device designs using 
linear and polar transmitters.  For any output power, the polar 
transmitter consistently draws less current than the two linear 
approaches.  Indeed, as output power increases the difference 
between the two approaches increases.  This is taken 
advantage of two ways in the cellular system.  First, the lower 
power consumption improves mobile device battery life and 
lowers operating temperature to more closely match the 
widespread GSM mobile consumer experience.  Second, the 
ability to produce higher power is used by the system 
operators to improve coverage and / or on-air signal to noise 
ratio, all of which improves the data rate experienced by the 
user. 
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Figure 7.  At equal output powers the polar transmitter draws 
about one-half the current – or for the same current the output 

power is 5 to 7 dB higher 
 
 
After validating multimode performance, output power 
availability, and transmitter efficiency, the next validation is 
for dynamic modulation agility.  Specifically, does the digital 
state machine nature of the modulator actually provide the 
ability to rapidly switch between different modulation types 
available to it?  The measurement in Figure 8 validates that 
this capability is real.  In this measurement, one 8-slot GSM 
frame interleaves both the GMSK and 3π/8-8PSK EDGE 
modulations, at differing powers, among all slots.  This 
measurement corresponds to GPRS class-29 mobile operation. 

 
 

Figure 8.  Dynamic modulation from the digital state machine 
between GSM and EDGE across a full GSM frame 

 
One final check for the polar transmitter is on the prediction 
from Figure 3, where the variations of transistor 
characteristics can be eliminated from first-order concern.  
One easy way to do this test is to cycle temperature of the 
transmitter before any temperature compensation is added.  In 
this way the inherent temperature stability of the polar 
transmitter can be evaluated. 
 
In Figure 9, an overlay of nine EDGE signal spectra 
measurements is shown, taken over the temperature cycle set 
of {+30C, 40C, 50C, 60C, 70C, 60C, 50C, 40C, 30C}.  It is 
seen that the overlay is extremely good, not only at the peak 
representing consistent output power, but also along the 
signal skirts 70dB abd 80dB below the peak.  It is concluded 
that the inherent temperature stability of the polar transmitter 
is excellent, and that no further thermal compensation needs 
to be designed. 
 

 
Figure 9.  Output signal stability as operating temperature is 

cycled from +30C to +70C and back again. 
 



 

 

Conclusions 
Designing a transmitter beginning from maximum efficiency 
conditions naturally leads to a shift to polar modulation.  The 
resulting transmitter is realized predominantly using switch 
circuits, which readily map onto a digital CMOS 
implementation.  This not only lowers cost, but it also 
provides a design that readily operates in multiple modes.  
These modes are shown to span very wide bandwidth ratios, 
and are dynamically agile if the application requires fast 
switching among one or more of them. 
 
The final power stage also acts as a switch, which requires a 
new set of design criteria to properly take advantage of.  
When these criteria are met, it is seen that not only is higher 
output power available compared to a linear amplifier using 
the same transistor size, but also there is excellent inherent 
thermal stability that eliminates the need for further 
temperature compensation design.  It is expected that the 
growing popularity of polar modulation will continue. 
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1. Introduction 

  The wireless mobile communication systems 

grow in wide area, such as mobile phone, 

W-LAN, Bluetooth, Zigbee and UWBs.  

Future mobile terminal systems will be required 

to cover those different many applications with 

single terminal.  In addition, it will also 

support many broadcasting service such as 

DTV or radio. 

 To adopt those applications and systems, the 

high integration of RF solutions will become a 

first priority.  The rapid progress of device 

technology also pushes to increase integration 

level. In this case those solutions must be 

robust for large process, temperature and power 

supply voltage variations. 

  Table 1 shows RX and TX circuit 

architectures which are applied in various kind 

of wireless communication systems.  For the 

receivers, in many systems, direct conversion 

receiver [1-11] and low-IF receiver [12-18] are 

applied.  For the transmitter, direct conversion 

transmitters [19-24] and PLL based transmitters 

such as offset PLL [25-27], ∆Σ transmitters 

[28-32] are applied.  Each of those circuits has 

some sensitivity to process, temperature and 

power supply voltage variations.  The key 

techniques of highly integrated RF circuits are 

calibration techniques for canceling above 

variations.  This paper reviews those 

calibration techniques [36] for high integrated 

receivers and transmitters. 
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2. Direct conversion receiver 
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  Figure 1 shows direct conversion receiver 



block diagram.  It consist of low-noise 

amplifier (LNA) and quadrature demodulator, 

low-pass channel filters (LPF), programmable 

gain control amplifiers.  The feature of direct 

conversion receiver is demodulator has 

function of both RF down converter and 

demodulator.  Output signals of demodulator 

are I and Q baseband signals.  Because the RF 

signal is converted base band signal directly, no 

High-Q off-chip IF filter is required.  The 

integrated low pass channel filer can take part 

of IF filter.  The direct conversion receiver is 

suitable for high integration system, because it 

can avoid applying off-chip IF filter. However 

it also has essential issue of DC offset.   

  Figure 2-5 shows typical sources of DC 

offset from direct conversion receiver [4,5]. 
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  Figure 2 shows self-mixing effect in mixers.  

If there is a leakage from the local signal input 

to the RF input, the local signal leaks out to the 

RF signal path and return to the mixer. The 

returned signal is downconverted to DC level.  

This signal becomes DC offset. As shown in 

Fig.2, leakage path is not always through mixer, 

there is a case that local path has direct 

coupling. 
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  Figure 3 shows another type of self mixing.  

In this case, the leakage path is from RF signal 

input to the local signal input of mixer.  When 

large RF signal is received, returned RF signal 

is downconvered by RF signal itself.  This 

signal also becomes DC offset. 
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  Figure 4 shows the impact of local-signal 

duty cycle on DC offset.  The mixer is 

balanced type mixer and local signal assumed 

as square waveform. When duty cycle is 50% 

(T1=T2), DC currents of mixer output are same.  

In case it becomes non 50%, if driving current 

sources I are matched, output DC current are 

still same.  However, if driving current 

sources have mismatch factor, ∆IUB, output DC 

currents become unbalanced and DC offset is 

generated.  
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  Figure 5 shows the impact of the relative 

deviation of the resistor on DC offset. Here, R 

is load resistor, ∆R is relative deviation of 

resistor, I is driving current of mixer, ∆IB is 

current deviation which depend on the input 

signal level. ∆R generates DC offset. ∆IB adds 

input signal level dependence on the DC offset.  

The DC offsets those are presented above can 

divide into two categories whether dependence 

of input signal level exist or not.  One is static 

DC offset that does not depend on the input 

signal level.  The other is dynamic DC offset 

that depends on the input signal level. The 

example of Fig. 2 is static DC offset.  In case 

of Fig.3, it is categorized as dynamic DC offset.  

If current source mismatch ∆IUB depends on the 

input signal level, the example of Fig. 4 is 

dynamic DC offset.  In following two sections, 

calibration methods for static DC offset and 

dynamic DC offset are presented.    

 

 

3. Static DC offset canceling schemes 

 

  To solve static DC offset issue, many kinds 

of solutions are applied.  Those solutions are 

summarized in Fig. 6.  Total gain of base band 

amplifier chain is depending on the system and 

ADC performance; however, it may 

approximately from 40 dB to 60 dB.  With 

this high gain, small DC offset at the output of 

mixer become large at the output of the 

amplifier chain.  And it degrades dynamic 

range of ADC.   
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Figure 6 Static DC offset Cancellation methods  
 

Figure 6 (a) [22] shows one of the simplest 

solution for avoiding this phenomenon.  The 

DC components of the each amplifiers is 

eliminated by bypass capacitors.  This method 

can apply in case that signal bandwidth is rather 

high such as W -CDMA and the cut off 

frequency of DC cut circuit can be negligible.  

Another example [7] is shown in Fig. 6 (b).  In 

this example, DC offset is suppressed by 

negative feedback chain.  This circuit has 

same transfer function as high pass filter.  So 

this circuit is also rather suitable for wide band 

applications.  For narrow band applications, 

direct DC connected configuration is required.  

Fig. 6 (c) [4,5] shows DC offset calibration 

method with DC offset collection circuits 

which consist of ADC, control logics and DAC.  

This example is for TDMA (Time Domain 

Multiple Access) system such as GSM (Global 

System for Mobile Communications), which 



has intermittent transmitting and receiving 

burst.  DC offset calibration is executed just 

before every receiving burst for suppressing 

temperature variation and voltage supply 

variation.  ADC detects DC offset and DAC 

generates DC voltage to compensate the DC 

offset.  This calibration is done from the first 

stage to following stage sequentially.  With 

this sequence, the calibration error of the stage 

is calibrated by following stage.  
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  Figure 7 shows the comparison of two cases.  

First one has single calibration circuit, let’s say 

“single calibration scheme” and next one has 

three calibration circuits which is operated in 

sequentially “sequential calibration scheme”.  

Followings are assumed for comparison; 25mV 

of input DC offset, 54dB (x512) of total gain 

and 6mV of target output DC offset.  In case 

of single calibration scheme, 12 bit ADC is 

required.  On the other hand, sequential 

calibration scheme required ADC resolution is 

only 6 bit.  The 6 bit ADC does not require 

fine resolution circuit technique.  Therefore, it 

is much robust and easy to implement on the 

real system.         

       

 

4. Dynamic DC offset and canceling schemes 

 

Desired Desired Blocker
-99 d Bm

-31 dBm

D
C

 o
ffs

et
B

lo
ck

er

f f

t

t

GSM Testing Conditions

Dynamic DC offset (depend on signal level)

I

Q

I

Q

I

Q

Impact of
DC offset

Figure 8 DC offset impact on Direct Conversion Receiver

(b) (c)

t0
(a)

Receiving Burst
t1 t2

t0≦t＜t1

t1≦t≦t2

 
 

  Figure 8 summarizes AM suppression 

characteristic of GSM [34].  This might be a 

typical example of dynamic DC offset. The 

measurement conditions are shown in fig. 8 (a).  

The wanted signal level is -99 dBm.  When 

that small-level signal is received, A 6 

MHz-offset -31 dBm-level blocking signal is 

injected during later half of receiving burst 

( t1<t<t2).  Under this condition, total receiver 

performance is observed whether the blocking 

signal degrades error rate or not.  If mixer has 

dynamic DC offset, output signal contains time 

domain DC shift as shown in fig. 8 (b).  This 

DC shift has an impact on the demodulated IQ 

trajectory as shown in fig. 8 (c), and degrades 

error rate.   

As discussing in the previous section, 

unbalance of circuits especially mixer is main 

cause of dynamic DC offset. To reduce the 

dynamic DC offset, unbalance factor of mixer 

should be calibrated.    



  

MIXER

DAC

MIXER

Figure 9 Balance calibration methods

(a)

(b)

 

 

Figure 9 shows examples of unbalanced 

calibration method for mixers.  One major 

reason of unbalance factor is bias current 

mismatch..  Figure 9 (a) [8] shows a method 

to calibrate the bias current mismatch.  A 

differential current DAC is connected in 

parallel with a pair of bias current source.  The 

output of mixer is monitored and minimized 

DC offset by controlling DAC.  Figure 9 (b) 

shows an example of load resistors calibration 

[9].  This example reduces DC offset by 

controlling load resistor value by switching 

resistor arrays. 

  The unbalanced characteristic is equivalent 

with existence of a 2nd-order distortion 

characteristic.  Two examples calibrating 2nd 

order distortion are shown in Fig. 10.  The 

first example shown in Fig. 10 (a) [10] has a 2nd 

order distortion generator, which is connected 

in parallel with mixer.  The output of the 

distortion generator is connected to the output 

of the mixer through waited control circuit.   
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By controlling the wait of output signal from 

the distortion generator, the output DC offset is 

minimized.  The mixer and distortion 

generator have different circuit topology, 

therefore there might be some mismatch if 

temperature, power supply voltage or input 

level conditions are changed.  The key of this 

kind of technique is calibration sequence for 

avoiding above variations.   

The second example (Fig. 10 (b) [11]) is for 

GSM system and it calibrates 2nd order 

distortion before every receiving burst to 

adapting temperature and voltage variation 

during handset operation. The distortion 

generator is connected at the output of the 

mixer.  Before receiving burst, the 

transmitter is connected to the receiver and 

generates test signal.  Based on the test 

signal, a waited coefficient is optimized to 

cancel out the DC offset.           

 

 

5. Low- IF Receiver and calibration methods 

 

The low-IF receiver is another receiver 

architecture which is suitable for high 

integration.  As shown in Fig. 11, the 

difference from the direct conversion receiver 



is, even its frequency is low, existence of IF 

signal.  Therefore both static and dynamic DC 

offset can be set out of receiving band width.  

Compared with conventional super heterodyne 

receiver, the IF signal is low, so image signal 

cannot be removed by RF filter.  The key of 

the low-IF receiver is image rejection 

technology.  

 

Figure 11 Frequency Plan of Low-IF Receiver
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Figure 12 shows an example of analog 

domain image rejection type low-IF receiver.  

The system consists of a LNA, pair of Mixers, 

pair of +/-45 deg. phase shifter, channel filter, 

variable gain amplifier, ADC and digital 

demodulator.  Through LNA and mixers, the 

input signal is converted I and Q low-IF signal.  

As shown in Fig. 11, the wanted signal and 

image signal are converted to  same IF 

frequency.  The difference of the wanted IF 

signal and image IF signal is sign of I and Q 

signals as shown in Fig. 12.  The I signal is 

shifted +45 deg and Q signal is shifted -45 deg 

through phase shifter, and those signals are 

added each other.  The wanted signals are in 

the same phase and the image signals are in 

opposite phase at the output of phase shifter. 

Therefore only wanted signal is selected.  The 

wanted IF signal passes channel filter. After 

being amplified, it is converted to digital signal 

and demodulated.  The image rejection ratio 

of this system is dominated by phase-shift 

accuracy.  
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 Figure 13 and 14 show the impact of phase 

and amplitude IF-signal error on image 

rejection ratio [35].  For example, for 

achieving -40 dBc of image rejection ratio, less 

than -1.2 degree of phase error or 0.18dB of 

amplitude error is required.  This type of 

low-IF receiver has been widely applied for 

Bluetooth applications [12-13].         
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Figure 15 Digital Domain Image rejection Low-IF Receiver
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 Figure 15 shows an example of digital 

domain image rejection type low-IF receiver. It 

consists of LNA, mixers, pair of channel filters, 

variable gain amplifiers, ADCs and digital 

domain image rejection mixer.  A pair of 

quadrature digital demodulator cancels out 

image signal as shown in Fig. 15.  The circuits 

operate digitally; therefore there is no variation 

for temperature, voltage supply, and process 

variation.  In this system, the image signal 

exists in analog IF signal, therefore wide 

dynamic range of ADC is required. This 

example is applied for GSM cellular phone 

application [14]. 

  Even if digital image rejection mixer 

operates accurately, image rejection ratio is 

degraded by the amplitude and phase 

mismatches of RF mixers and I,Q analog signal 

path.  These mismatch errors should be 

detected and optimized.   
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Figure 16 shows the fundamental calibration 

method for those errors.  For simple 

explanation, only phase error θERROR is assumed 

to exist.  In this case, image signal IFIMI and 

IFIMQ are described as follows;   
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Here ωIF is angular frequency of IF signal. 

For canceling error, following matrix is 

multiplied to I and Q signal vector. 
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Here a and b are coefficients in Fig. 16.  

This calibration scheme can be implemented in 

both analog an digital domain.  This 

calibration system is applied for TV tuners, 

[15,16] and GSM receivers [17,18].    

 

6. Direct Conversion Transmitter 

 

Figure 17 Direct Conversion Transmitter
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  Figure 17 shows direct conversion 

transmitter block diagram.  It consists of LPF, 

quadrature modulator, 90-degree phase-shift 

local generator (including PLL) and RF 

variable gain control amplifiers. It also consists 

of RF BPF (band pass filter) and a power 

amplifier.  The feature of direct conversion 

transmitter is that a modulator has functions of 

both RF up converter and modulator.  The 

architecture is quite simple; however it is 

sensitive, to DC offset, amplitude and phase 

mismatch.  If there is DC offset in I,Q 

baseband signal path, carrier leakage signal 

appears.  If there is phase or amplitude 

mismatch, image signal is generated.  
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Figure 18 Impact of DC offset, Amplitude and phase error
on modulation signal   

 

Figure 18 shows impact of those errors on 

modulation signal.  The I and Q signal are 

assumed as cosine and sine wave form.  With 

DC offset, the origin of I and Q signal is shifted.  

If amplitude error or phase error exists, the 

signal is distorted and modulation error 

becomes large.  Calibration methods for those 

errors are the key for the implementation of 

direct conversion transmitter. 
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  Figure 19 shows an example of W-CDMA 

applications [23].  In this example, gain 

control is carried out in baseband signal, 

therefore DC offset become relatively 

significant when output signal level becomes 

low.  Therefore DC offset calibration is 

indispensable for this system. The carrier 

leakage signal is detected and the error is 

retuned bias control circuits.    

  Figure 20 shows another example of DC 

offset and I,Q mismatch  calibration [20].  

This example is for Bluetooth low-IF 

transmitter.  This example is not direct up 

conversion, however basic operation is same as  
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direct conversion transmitter except image 

signal becomes not inband noise but adjacent 

channel noise.  Both carrier leakage and image 

signal become critical for this system.  The 

quadrature modulator consists of two Gilbert 

type balanced mixers.  In this example, 



instead of detecting RF signal level, DC offset 

and DC gain mismatch of mixer are detected by 

comparator.  Based on the sign of the detected 

error, DC offset and gain are calibrated in 

digital part.  
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  Figure 21 shows an example for detecting 

carrier leakage and image signal level [33].  If 

testing tone signal is injected to the modulator, 

the single tone TX signal, carrier leakage signal, 

and image signal are observed as shown in Fig. 

21.  There are 3 components at the output of 

detector as followings; (1) DC component 

which is mainly generated by square of TX 

signal, (2) ∆f tone signal which is generated by 

multiplication of TX signal and carrier leakage 

signal, and (3) 2∆f tone signal which is 

generated by multiplication of TX signal and 

image signal.  By monitoring these 

components, carrier leakage signal and image 

signal can be minimize to calibrate DC offset, 

amplitude mismatch and phase mismatch of 

baseband signals in digital domain.  The 

image signal is dominated by both amplitude 

mismatch and phase mismatch.  Therefore, 

simple negative feedback algorism is not 

applicable.   The linear programming method 

is required to find a image minimized 

condition. 

 

 

7. ∆Σ Transmitter 

 

Direct conversion is applied for various 

applications (See Table1).  In case of constant 

envelope modulation, for example, GMSK 

(Gaussian filtered Minimum Shift Keying), 

other transmitter architectures are applied such 

as offset PLL [25-26], ∆Σ Transmitter [28-32] 

and DCO (Digitally Controlled Oscillator).  In 

this section, operation of ∆Σ Transmitter is 

briefly reviewed and a method to calibrate loop 

gain of PLL is introduced [32]. 
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  Figure 22 shows a ∆Σ Transmitter.  It 

consists of VCO, programmable divider, ∆Σ 

modulator, Digital GMSK filter, phase detector, 

charge pump circuit, and loop filter.  Except 

GMSK filter, all elements are same as those of 

fractional-N synthesizer.  Input binary data 
is fed into GMSK filter and signal 
bandwidth is limited by the GMSK filter.   
The filtered signal is oversampled by ∆Σ 

modulator and converted shorter bit length bat 

faster sampling data sequence.  Based on this 

data sequence, the programmable divider 

changes its dividing ratio and VCO is 



controlled.  The transfer function from the 

dividing input to VCO is low pass 

characteristics which is same as closed loop 

characteristics of PLL. The ∆Σ modulator 

generate high frequency noise.  For 

suppressing this noise, cutoff frequency of 

closed loop is not high enough compared with 

modulated signal bandwidth.  Therefore this 

system is sensitive for loop characteristic 

variation. 

The transfer function T(s) of the closed loop 

of PLL is given as following; 

( ) ( )
( )sHIcpKvsN

sHIcpKvNsT
××+×

×××
=     

Here H(s) is transfer function of loop filter, N is 

for dividing ratio, Kv is VCO sensitivity and 

Icp is current of charge pump.  In above 

equation Icp, Kv, and H(s) appear together as a 

product. Therefore, variation of T(s) can be 

minimized with controlling only Icp.  
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  Figure 23 shows an example of a system, 

which calibrates above loop variation.  A 

digital counter and accumulator are applied for 

detecting response of step frequency-setting 

operation.  Figure 24 summarizes the 

procedure of this system.  A step function 

signal is fed to the ∆Σ modulator.  The PLL 

follows the change of frequency setting.  The 

response of PLL depends on loop characteristic.  

If loop gain is larger, the response is faster.  

During the response, the counter operates and  
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counts VCO oscillation.  Even if there is 

difference of loop gain, counting result is 

almost similar.  However, if the counted result 

is accumulated, the difference becomes large 

enough to detect loop gain (See ACC2-H, and 

ACC-L in Fig. 24).  For canceling constant 

term (ACC1: independent term from loop gain), 

VCO oscillation is counted and accumulated in 

the rock state and subtracted from accumulated 

result of step response. 
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   Figure 25 shows measurement result of 

accumulation.  The horizontal axis is 

normalized reciprocal of loop gain and the 

vertical axis is accumulated result.  The 

reciprocal of loop gain changes approximately 

0.0004 per 1 of accumulated result.  The error 

from theoretical line is only less than +/-2%.  

This performance is enough for GMSK 

transmitter. 

 

 

8. Conclusion 

 

  Calibration techniques for direct conversion 

receiver, low-IF receiver, direct conversion 

transmitter and ∆Σ transmitter are introduced in 

this paper.  Father integration not only just RF 

part but also with digital MODEM will be 

required for next generation terminals.  For 

realizing such highly integrated solutions, 

calibration methods for analog parts will 

become mandatory techniques.       .      
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Abstract  —  Today, there exists a huge market pull towards 

radio frequency identification (RFID) and/or wireless sensing for 
high-volume applications as well as for professional applications 
based on the use of passive, i.e., battery-less, low-cost 
transponders (tags, labels).  In order to arrive at smaller tag 
dimensions, higher transceiver-to-tag interdistances, and more 
flexible, i.e., application-dependent antenna designs, higher-
than-LF/HF carrier frequencies in the UHF band are becoming 
extremely interesting. CMOS and SAW transponder 
technologies are of special interest while other technologies such 
as polymer-electronic RFID tags are not feasible for the use in 
today’s applications. In what follows, we will report on the 
current status and future trends of both CMOS and SAW RFID 
backscatter techniques. 

Index Terms — Passive RFID transponders, CMOS tags, SAW 
tags, SAW sensors, RFID systems, RFID radar transceivers. 

I. INTRODUCTION 

Over the last years ubiquitous identification and sensor 
networks gained a lot of interest in the RF communication 
community. In particular, the radio frequency identification 
(RFID) technology became a well known synonym for 
passive transponder systems. The passive RFID technology is 
announced to be an exceptional high-volume application. 
Typical applications are, e.g., theft/loss prevention, 
container/pallet monitoring, equipment/animal/personal 
tracking and identification, rental car parking monitoring, and 
access control. However the tag cost remains the limiting 
factor for item level applications. The typical item level 
barcode scenario for SCM (supply chain management) is 
depicted in Fig.1. In order to approach this vision, a lot of 
scientific work is also in progress in the area of low-cost 
technology development, for e.g. polymer electronics [1]. But, 
even if these emerging technologies may have future 
potential, most of today’s RFID-systems are still implemented 
by using CMOS and SAW transponder technologies.  

The applied frequencies for RFID applications vary from 
the kHz domain up to GHz domain. The corresponding 
frequency bands feature different data rates and operational 
distances, due to limitations in bandwidth and radiation power 
given by local regulatory. Beneath regulatory issues, the 
characteristic properties of passive RFID systems are 
determined by the air-interface physics. Low-frequency RFID 
systems are usually operated in the near-field of the 
interrogator’s antenna and feature low attenuation by organic 

materials. Unfortunately, the implementation of high distance 
applications and multi-tagging scenarios is restricted by the 
underlying capacitive or inductive near-field physics. To 
overcome near-field limitations the efforts in realizing far 
field UHF-RFID transponder systems increased over the past 
few years. 

Most of today’s commercially available passive UHF RFID 
transponders, with standard communication protocol support, 
are made by using a CMOS bulk technology. This is because 
CMOS is the classical technology for low-cost integrated 
circuits with a high yield and high integration densities for 
digital circuits. Furthermore, there are many accurate models, 
simulation tools and digital IPs available. Additionally, there 
is a world-wide infrastructure for CMOS manufacturing and 
many IC designers are experienced in analog and digital 
CMOS design methodologies. CMOS is also well-known for 
its programmability due to the combination with non-volatile-
memory (NVM) technologies like, e.g., EEPROM or FRAM 
[2]. CMOS is also known to be the solid-state technology best 
qualified for ultra-low-power digital applications [3].  

In recent years, a great and important progress was made in 
SAW RFID tags and a variety of innovative applications were 
acquired. These developments are mainly based upon the 
combination of SAW RFID tags [4,5] with traditional SAW 
sensor techniques [6,7]. This combination results in passive 
transponders that are connected to their read-out unit solely by 
a wireless radio link [8-11].  

 
Fig. 1: CMOS RFID tags for barcode applications in supply-
chain-management-systems. 
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The operating principle of such a system is as follows (see 
Fig. 2): An RF read-out signal is transmitted by a local radar 
transceiver (TRx).  A small portion of this signal is picked up 
by the antenna of the passive SAW transponder where an 
interdigital transducer (IDT), connected to the antenna, 
converts the received signal into a SAW. 

The RF micro-acoustic wave is stored in a SAW device and 
coded according the code number (or to the sensor variable) 
of interest. This storing can be done using either a delay line 
configuration or a resonator one. Due to the low velocity of 
SAWs, long delay times in the range of some microseconds 
can be achieved using rather small SAW chips. Therefore, at 
VHF/UHF frequencies, environmental echoes caused by 
electromagnetic multipath propagation phenomena are already 
safely faded away when the sensor response arrives at the 
radar transceiver. Hence, the sensor response can easily be 
separated from environmental echoes in the time-domain. 
This fact incorporates a great advantage of wireless SAW-
based sensor systems compared to other radio link systems.  

 
Within the next section a brief review of state-of-the-art 

passive transponder systems featuring integrated passive 
CMOS-transponders will be given. The concerning 
transponder architecture and important building blocks will be 
discussed in Section III. In Section IV SAW based 
transponder systems will be explained and Section V deals 
with state-of-the-art SAW-tags. 

II. CMOS RFID TRANSPONDER SYSTEMS 

Even if multiple and dense interrogator environments have 
been defined in widely used standards [12], state-of-the-art 
passive RFID transponder systems usually consist of one 
dominating single-tone interrogator and several passive 
transponder devices. Such an UHF RFID transponder system 
is schematically depicted in Fig.3.   

In far-field UHF systems the physical layer of the tag-to-
interrogator communication is based on the variation of the 
transponder’s scattering characteristics. These characteristics 

are usually specified by the transponder’s radar cross section 
(RCS) [13]. 

In addition to the passive backscatter modulation approach 
the most important advantage of the passive transponder 
technology is the use of ambient energy for power supply. In 
order to obtain small transponder devices, the common 
energy-harvesting approach is based on the rectification of 
electromagnetic power. Therefore, the interrogator is 
responsible for information exchange and the power supply of 
the tag’s integrated building blocks. This is achieved by 
emitting a continuous power wave, which used for 
rectification and backscatter modulation. 

III. CMOS RFID TRANSPONDER DEVICES 

The architecture of a typical state-of-the-art integrated 
CMOS UHF transponder is depicted in Fig. 4. Additional to 
the external antenna, this figure shows important integrated 
building blocks. These are the RF power-rectifier (RECT), 
several building blocks for RF voltage limiting (LIM-
FB/LIM), the envelope-detection circuitry (DET/DECODE), a 
building block for the DC power management (REG), the 
voltage, current and time reference sources (REF), the power-
on-reset circuitry (POR) and the backscatter modulation 
interface (CODE/MOD). Furthermore, the figure shows a 

 
Fig. 3: Single reader RFID system with n passive Tags. 
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Fig. 2: Schematic of a SAW-based radio-link system which uses a 
reflective delay line. 

 

 
Fig. 4:  Typical passive CMOS transponder device architecture. 
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digital finite-state-machine to support a standardized protocol 
(FSM). This state-machine controls the tag’s analog building 
blocks and the non-volatile memory (NVM). The design 
issues can be divided into the design of the external antenna 
and matching structures, the design of the integrated RF 
components, the design of integrated analog baseband and 
auxiliary devices and the design of the digital components. 

The antenna is the largest component of a high-distance 
UHF RFID tag and it is usually the only device which is not 
on the chip. As it has been presented in [14], it is also feasible 
to integrate embedded on-chip antennas for short range 
applications. The antenna is mainly responsible for the power 
matching of the IC’s RF interface. Important design criteria 
are the general RCS behavior, the operational bandwidth and 
the antenna’s efficiency. Several different approaches 
concerning antenna geometries and materials can be found in 
[14].  

To operate the passive transponder devices at low RF power 
levels a consequent low-power design of the integrated 
circuits is mandatory. Fortunately, in the recent decades 
several important advances towards full scalable semi-
physical low-power MOS device models have been presented 
by several authors [15,16]. Beneath a correct device modeling 
the use of ultra-low-power design techniques is necessary. In 
the following, the main important integrated analog building 
blocks of the passive UHF CMOS architecture will be 
summarized. 

In most passive UHF RFID tags the DC power is generated 
by rectification of an incident RF power wave. As it has been 
already mentioned in Sec.II this power wave is provided by 

the interrogator as it is depicted in Fig.5. To mitigate parasitic 
substrate losses (e.g. pad and contact wires) and for high 
integration density the rectification is commonly 
accomplished by parallel arranged dual diode rectifier stages 
[17]. The feasible integration of single-ended, differential and 
quasi-differential rectifier topologies has been already 
demonstrated by several authors [2]. The active nonlinear 
devices may be realized by using Schottky-diodes or MOS-
transdiodes. The dimensions of the coupling capacitors and 
the size of the active devices are optimized for maximum 
power conversion efficiency at low-power levels. A 
commonly used single-ended CMOS rectification circuit is 
depicted in Fig.6 

In addition to the efficient RF-to-DC power conversion, the 
protection of the passively powered transponder device 
against overvoltage hazards is a challenging task. Since 
broadband diode limiters lead to desensitization effects of the 
on-chip envelope detectors, the RF voltage limiting is 
subdivided by the dynamic of the RF envelope. Thus, fast 
high-voltage overshooting is usually prevented by broadband 
clamping devices and slow medium-voltage dynamics are 
limited by using narrow-band nonlinear feedback loops. A 
typical RF voltage limiting loop is schematically depicted in 
Fig.7. The RF voltage limitation loop consists of the feedback 
shunt device, the RF mean value amplitude detector and the 
loop filter. A mean value amplitude detection circuit realized 
in CMOS is depicted in Fig.8. 

For power efficient implementation most RFID 
transponders feature incoherent receivers by using envelope 
detection devices. According to this, the standardized 
modulation modes are based on well-known amplitude-shift-
keying techniques. The typically used envelope detection 
topology is depicted in Fig.9.  These receivers consist of a 
nonlinear detection device, anti-aliasing devices and a 
comparator for 1-bit quantization. As it is depicted in Fig.10, 
the comparator usually features hysteresis to suppress 
unwanted small signals. 

Contrary to near-field transponder systems, the response of 
UHF RFID transponders is based on the backscattering of the 

Fig. 7: Slow-dynamic RF voltage limiter of RFID systems. 

 
Fig. 8: CMOS RF envelope and mean detection circuitry. 

 
Fig. 6: Single-ended UHF CMOS n-stage power-rectifier. 

 
Fig. 5: Wireless power transmission setup in RFID systems. 
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incident RF power wave [19]. The modulation capabilities are 
usually specified by measuring the transponder’s radar cross 
section (RCS). The information is coded into the carrier’s 
phase and amplitude, respectively. The on-chip modulation 
devices may support resistive or reactive two-state shift 
keying modes. Due to the RZ (return-to-zero) implementation 
of common modulators the backscattered RF envelope is 
usually of a nonzero-mean complex value.  

IV. SAW RFID TAG SYSTEMS 

The SAW RFID stores the SAW wave. If the tag stores the 
SAW using a delay line configuration, then the coding can be 
achieved either by using a coded transducer or reflector array. 
In this case the information is encoded in the number, the time 
positions, and the phases of the response pulses. If resonant 
structures are used for storing, then the information is encoded 
by the number, the center frequencies, and the corresponding 
phases.  

The coded RF micro-acoustic signal is re-converted into 
electrical signals by the IDT and re-transmitted to the radar 
TRx unit by the transponder antenna. This response contains 
any information about the number and geometries of the 
coding structures as well as the propagation and reflection 
properties of the SAW. Its evaluation in the radar unit may 
allow for the extraction of the desired information which is, 
e.g., a specific ID number or/and the sensor effect for a certain 
measurement.  

The passive SAW transponders do not require any power 
supply, and their antennas are usually of a dipole, patch, slot, 

or loop type. In the VHF/UHF frequency range, the insertion 
loss of SAW transponders is in the order of 20-60 dB 
[4,5,10,11,21], depending on the operating frequency, the 
substrate material and the number of reflectors The achievable 
access rate is up to 105/s. The latter fact allows for 
communication with fast moving objects or vehicles.  

Because the distance between the radar TRx and the SAW 
transponder is unknown or varying, differential test ar-
rangements are usually employed and differences in 
amplitudes, phases, frequencies, and propagation time delays 
are evaluated. 

Because SAW transponders are passive components without 
any active logic on chip, they cannot be addressed 
individually. To access more than one transponder frequency 
division multiple access (FDMA), time division multiple 
access (TDMA), code division multiple access (CDMA), 
space division multiple access (SDMA), or combinations of 
them must be realized. For FDMA orthogonal frequency 
bands or subbands must be used for each individual 
transponder. This technique is feasible for several resonant 
transponders [9]. In combination with TDMA, the number of 
transponders can be enlarged. When implementing TDMA 
different time positions for each reflected signal have to be 
chosen to minimize intersymbol interferences. Typically 10 
TDMA chips, each with 3-4 reflectors, can be realized. Using 
CDMA and an associated signal processing again 
approximately 10 code-orthogonal transponders can be 
addressed [27,28]. For SDMA techniques a certain space 
separation of the transponders has to be ensured. Since the 
field attenuation of the RX power decays with r-4 (with r being 
the interdistance between the reader and the tag), the near-far 
problem limits the multiple access of passive radio 
transponders. 

When interrogated by an RF radio signal, a linear-distorted 
version of the read-out signal is re-transmitted by the SAW 
transponder. Therefore, a wireless one-port response 
measurement has to be performed with time division between 
the read-out signal and the tag response. Fig. 11 shows the 
time domain impulse response of a SAW transponder of the 
delay line type. 

The frequency bandwidths used in SAW based radio link 
systems are quite large. Hence fading effects cause no major 
problems in these systems. Because the read-out principle is 
comparable to a radar system, all radar type measurement 
values like the distance to the SAW transponder, its velocity 
or angular velocity can be obtained with an accuracy of about 
1% of the electromagnetic free-space wavelength. 

The response signal of the SAW transponder, distorted by 
noise and interference, is received by the local TRx. Errors 
during transmission result in measurement errors not 
separable from a sensor effect. Therefore, special care has to 
be taken for the radio transmission systems [25]. The reader 
units for wireless SAW sensor system applications [8], [20]–
[25] resemble those used in traditional radar systems. As is the 

 
Fig. 9: Integrated envelope detector of a CMOS-Transponder. 

 

 
Fig. 10: Integrated CMOS comparator with hysteresis. 
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case with radar systems, the receiver (Rx) usually is located 
nearby the transmitter (Tx) so that coherent detection is 
feasible.  

For optimum free-space propagation conditions of the 
electromagnetic waves, the well-known radar equation 
predicts the (best case) level of the signal strength received by 
the reader unit. The maximum read-out distance r is given by 
Eq. (1), where � is the electromagnetic wavelength, ASAW is the 
insertion loss of the transponder, Po denotes the transceiver’s 
transmitted power, Gr and Gs are the respective gains of the 
TRx and the transponder antennas, kToBF is the relevant 
thermal noise power (Boltzmann’s constant k, absolute 
temperature T0, system bandwidth B, and noise figure F), and 
SNR, finally, is the minimum signal-to-noise ratio required to 
safely detect the received signal with a specified rate or 
probability of errors. 

 
2 2

0 r s4

0

1
4  SAW

P G Gr
A BFkT SNRλ π

=  (1) 

 
In Europe, three frequency bands at 433 MHz, 868 MHz 

and 2483 MHz suitable for SAW devices are allocated to 
unlicensed low power devices. The allowable equivalent 
isotropically radiated power (EIRP) in these bands is P0 =  
25 mW. In RF-shielded metallic process chambers, however, 
the operating frequency can be chosen arbitrarily and the Tx 
power can be enhanced. Typical values for the antenna gains 
are Gr = 12 dBi and Gs = 6 dBi,, respectively. The required 
signal-to-noise ratio SNR in the receiver is in the order of 10 
to 20 dB. 

Methods for data reduction can help to lower the effort of 
signal processing and even intersymbol interferences can be 
evaluated to extract the measurement value [24]. 

Apart from the time domain division between the request 
signal and the SAW sensor response, the read out of the 
sensor's characteristic can be done in time or frequency 
domain. 

 

A. Time-domain Sampling 

For time-domain sampling devices (see Fig. 12) like pulse 
or pulse compression radar systems, the read-out signal spans 
the total system bandwidth B. Therefore, to avoid intersymbol 
interferences, fast sampling has to be performed in the 
receiver unit with at least twice the bandwidth B. Time-
domain sampling is a single-scan measurement method, 
whereby the read-out repetition can be up to 10-5 s. Hence, 
this method is especially well-suited for reading fast changing 
measurement values or for read-out of fast moving objects. 

For non-spread spectrum signals, the duration of one read-
out signal TTDS is low compared to the read-out repetition. 
With a restricted peak power P0, the energy content P0/B of 
one read-out signal and therefore also the maximum read-out 
distance will be small. Using typical values for these 
parameters the maximum read-out distance r is in the order of 
only 3 to 4 meters for one single reading cycle.  

Using pulse compression methods, P0/B can be increased by 
the time-bandwidth product TB of the pulse compression 
system thus enlarging the read-out distance. The maximum 
duration for T, however, is limited to the basic delay of the 
SAW devices, to avoid an overlapping between the read-out 
and the response signal. Using pulse compression technique a 
gain of 12 dB has been demonstrated which doubles the read-
out distance [8]. At the expense of time resolution the sampled 
signal can be averaged over several read-out cycles thus 
lowering the measurement system bandwidth B. According to 
Eq. (1), an averaging factor of 16 doubles the read-out 
distance r. Using such techniques, read-out distances of 5-
10 m have been demonstrated. 
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Fig. 11: Time domain response to the Tx signal. 

 

quadrature
demodulator

fast sampling

coherent
oscillator

request
signal

fast
switching

passive

sensor

response
signal  I(fm)

 Q (fm)

 
Fig. 12: Time-domain sampling technique. 

I

Q

2.7 GHz
100 MHz -

70 MHz

70 MHz

RSSI

Q

I

70 MHz Log. Amp.Null

Burst70 MHz

Null

A

A

A

D

D

D

LO

RF IF

RF IF

LO
LO

RF

LO

Clock

 
Fig. 13: Schematic diagram of a TRx using a pulse radar 
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Fig. 13 shows a schematic diagram of a pulse radar TRx 
unit. The Rx uses a 70 MHz IF stage and a logarithmic limiter 
amplifier with a radio signal strength indicator (RSSI) output 
and a second output providing a limited signal for phase 
detection. Using conventional SAW IF band-pass filters, a 
system bandwidth of 40 MHz is achieved for operation in the 
2.45 GHz ISM band. To compensate for the coherent cross--
talk in the IF stage as well as for the DC offset of the mixers 
and A/D converters, a GaAs FET switch is included in the 
logarithmic amplifier [21]. 

The short read-out bursts of variable length are excited in 
the transmitter part (lower part in Fig. 13) by switching the 
output of a 70 MHz temperature-compensated crystal 
oscillator (TCXO). With a frequency synthesizer operating 
between 100 MHz and 2.7 GHz, these bursts are then 
converted to the RF band. 

The response signal from a SAW transponder is first 
amplified in the receiver part (upper part in Fig. 13), then 
mixed down into the IF band, and then passed to the 
logarithmic amplifier. Quadrature demodulation is employed 
to extract the in-phase and quadrature components from the 
limited signal. After demodulation and digitizing, the data are 
processed further by a microprocessor. Table I summarizes 
the characteristics of the system.  

B. Frequency-domain Sampling 

For frequency domain sampling the total bandwidth is 
scanned in M steps in the frequency domain (Fig.14). The 
bandwidth of one step Bres can be rather low to achieve a high 
resolution. The Tx pulse can have a relatively long time 
period TFDS. If TFDS exceeds the basic delay of the SAW 
device, the duplexer switch at the TRx front-end has to be 
replaced by a circulator and a low noise amplifier with a high 

dynamic range. Frequency domain sampling techniques 
enhance the SNR (Eb/N0) in the receiver at the expense of the 
time resolution of the measurement value. Magnitude and 
phase of a narrow-band signal have to be detected in the Rx, 
which lowers the complexity and cost of the sampling and 
signal processing unit. Similar to time-domain sampling 
systems, the RF signals can be derived from a single oscillator 
for a coherent detection. 

Frequency domain sampling is a multi-scan measurement 
technique. To achieve the information of M points in time-
domain, M frequencies have to be scanned. The information 
about the sensor signal in time domain is received by a 
frequency to time transformation by, e.g., FFT or other more 
sophisticated algorithms. The total measurement time takes 
more than M times the minimum measurement cycle of a 
single time-domain sampling. Frequency domain sampling is 
therefore well suited for slow, high precision, and long-
distance measurements. It can be performed using a network 
analyser or a frequency-modulated continuous wave (FMCW) 
radar architecture [21,22]. In order to eliminate the 
transmitted signal and all environmental echoes, also in a 
frequency domain sampling technique the first 1-2 µs of the 
sensor response can be suppressed in time-domain [20]. 

IV. SAW RFID TAGS 

A SAW RFID tag usually incorporates a coupling IDT and 
a coding area. There are two ways of designing the coding 
area: either reflectors are used (see Fig. 16) or, alternatively, 
several coding transducers are wired together with a common 
bus-bar (see Fig. 15).  
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Fig. 14: Frequency domain sampling technique. 
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Fig. 15: Schematic layout of a SAW ID tag with several 
transducers wired together to a common bus bar. 
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Fig. 16: Schematic layout of a reflective delay line. 

Table I 
Characteristic data of the Pulse RADAR read-out unit. 

 
Quantity Value 

Frequency range /MHz 150 - 2700 
Rx bandwidth B /MHz 1 - 36 
Dynamic range /dB 85 
Max. output power P0 /dBm 40 
Amplitude resolution /dB ±5 
Phase resolution /° ±1 
Noise figure F /dB 5 
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A. Transducer Coded Delay Lines 

The layout of a delay line with several coding transducers is 
similar that of a tapped delay line, where the tapped 
transducer is wired by a long bus-bar to the coupling 
transducer to build up a one-port device. In principle the 
coded transducer could also get wired to the coupling 
transducer and the antenna via a circulator. 

The minimum length of this common bus-bar is given by 
the number of symbols I lined up multiplied by the minimum 
distance �T between two symbols, which is determined by the 
bandwidth B of the system.  

The wavelength λel of an electric signal on LiNbO3 is 
reduced by a factor of approximately 10 compared to free 
space, due to the high dielectric constant of this material. If 
the length of the bus-bar becomes larger than 10% of λel, the 
quasi-static approximation used in the simulation of  the 
electrical connection is no longer valid and electric wave-
guide effects on the bus-bar must be taken into account. If we 
demand, that the length of the bus-bar must remain smaller 
than 10% of λel, and, if we take into account, that the 
minimum resolution is given by the system bandwidth B, we 
get an upper limit Nmax for the number of symbols N, which 
can be lined up on LiNbO3 in this technique, with  
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Using a relative bandwidth B/f0 of 2%, less than 20 symbols 

are possible with this technique. For a identification system 
incorporating only a few symbols, or, if a substrate with a low 
dielectric constant like quartz is used, a tag of this kind may 
be a promising concept.  

B. Reflective Delay Lines 

Most SAW RFID tags are designed using a reflective delay 
line, like the one sketched in Fig. 16. The SAW in a reflective 
delay line propagates towards reflectors distributed in a 
characteristic barcode-like pattern and is partially reflected at 
each reflector. The usage of reflectors halves the chip size 
compared to the non-reflective arrangement of Fig. 15. 
Furthermore, the electrical impedance of the transducers 
remains unattached by the number of coding elements and the 
actual code.  

The coding of a SAW ID tag depends on the applied 
modulation technique and is obtained by a specific coding 
arrangement. In the simplest case, this coding is done by a 
binary amplitude shift keying ASK (on/off): each 
predetermined possible symbol position is set either by a 
transducer or reflector (on-bit) or not (off-bit). Fig. 17 shows a 

measurement of an ID tag using a reflective delay line 
structure and a ASK modulation scheme. 

With 32 symbol positions, 232 different tags can be coded. 
ID-tags with ASK modulation are already in use, e.g., in 
German subway systems [10], [26]. The system operates in 
the ISM band at 2.45 GHz..  

The ASK on/off keying is outperformed by other 
modulation techniques such as phase shift keying PSK. Using 
a PSK modulation the phases of the time response are 
evaluated and not their amplitudes. A binary phase shift 
keying BPSK modulation obtains the same bit error rate with 
a 6 dB lower signal-to-noise ratio compared to an ASK 
modulation, thus enhancing the maximum readout distance. 
Higher-order PSK like quadrature PSK (QPSK) uses fewer 
symbols (reflectors) and therefore need less chip size and 
obtain lower insertion attenuation, but a higher signal-to-noise 
ratio is needed for the detection. 

The requirements for a SAW transponder used in a phase 
modulation system, however, become more stringent, because 
all influences which change the delay time of a reflector, e.g., 
the SAW velocity or the accuracy of the fabrication process, 

 

 
Fig. 17: Measurement of the SAW ID tag with 8 "ON", 8 "OFF", 
8 "ON“, 8 "OFF", and 1 "ON". 
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Fig. 18: Pulse position coding schema. 
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must be controlled within a small fraction of one single SAW 
wavelength.  

A good choice for the modulation technique used in SAW 
transponders might be a pulse position modulation (see Fig. 
18), which achieves the code-density of a higher phase-
modulation and avoids their stringent sensitivity on small 
inaccuracies during the fabrication process. In a pulse position 
modulation scheme the symbol is set at one out of several 
time slots. The accuracy in the time resolution of one target is 
much higher than the time separation of two targets in most 
radar systems. Therefore, the time slots can be arranged with 
higher density, compared to the symbol separation in a ASK 
modulation. If each reflector is set in one out of 2n time slots, 
each symbol codes for n bit.        

VII. Conclusion 

We have discussed the state-of-the-art of both CMOS- and 
SAW-based passive RFID techniques. Today, there is no other 
technology available that offers similar performance figures 
than these two technologies. Polymer-electronic RFID tags 
which offer low production costs are not feasible at UHF in 
the next future. Therefore, CMOS will take the lead in the 
high-volume UHF markets. Here, the development trends go 
towards bi- or even triple-frequent operation at the 13 MHz, 
900 MHz and 2.4 GHz bands. Additionally, the research 
trends go towards integration of sensor functionalities and 
energy harvesting. SAW RFID techniques will find their 
market in professional applications with lower volume. Their 
great potential lies in the possibility to integrate sensor 
functionalities as an inherent feature or to add sensor 
functionalities by operating as an air interface for external 
non-SAW sensors. SAW RFID tags can operate in harsh 
environments and at temperatures higher than 400 0C. The 
principal difference between passive CMOS and SAW RFID 
systems is the high dynamic range of SAW systems. This is 
due to the fact that the SAW transponders can be viewed as 
linear devices and the systems dynamic range is determined by 
the reader’s transceiver. On the other hand the dynamic range 
of CMOS RFID systems is limited by the CMOS transponders 
behaving like bandpass nonlinearities. Therefore, CMOS 
RFID systems suffer from desensitization effects when strong 
interferers hit the tag. Additionally, the lower end of the 
dynamic range of CMOS systems is given by the required 
minimum converted DC voltage, whereas the sensitivity of 
SAW systems is determined by the required SNR of the 
reader. So, we can say that passive SAW RFID systems are 
“noise-limited”, and passive CMOS RFID systems are 
“voltage-limited”, practically associating a higher read range 
with SAW systems. One major drawback of SAW RFID 
systems is due to the fact that the programming of the SAW 
tags has to be done during fabrication whereas CMOS tags can 
be programmed during operation. Another advantage of 
CMOS tags is due the possibility to make them smart, e.g., to 

run communication protocols or to implement multi-tag 
systems by using sub-carrier techniques. Moreover, encryption 
is not feasible with SAW tags. At the foreseeable future, there 
is no killer application, i.e. high-volume application for SAW 
RFID tags. However, this seems also to be the case with 
CMOS RFID tags where at the moment a huge market pull 
exists but the technology push clearly lacks behind. Thus, this 
situation differs from the mobile radio terminal situation in the 
1990s where we had a win-win situation, i.e. there was a 
simultaneous market-pull/technology push situation. Another 
open issue in the RFID business is still international regulation 
and standards, especially at UHF frequencies. Electromagnetic 
irradiation issues have been already successfully addressed but 
privacy concerns (“Is RFID a snooper technology or a super 
technology?”) are in no way regulated. So the passive RFID 
race is still far from end. 

ACKNOWLEDGEMENT 

The authors wish to acknowledge the assistance and support 
of the companies Infineon Technologies and EPCOS for 
device fabrications. 

REFERENCES 

[1] V. Subramanian, J.M.J. Frechet, P.C. Chang, D.C. Huang, 
J.B.  Lee, S.E. Molesa, A.R. Murphy, D.R. Redinger, 
S.K.  Volkman: "Progress toward development of all-printed 
RFID tags: materials, processes, and devices", Proc. of the 
IEEE,vol.93, No.7, pp. 1330-1338, Jul. 2005 

[2] H. Nakamoto, D. Yamazaki,  T. Yamamoto, H. Kurata, S. 
Yamada, K. Mukaida, T. Ninomiya, T. Ohkaw, S. Masui,  K. 
Gotoh: "A Passive UHF RFID Tag LSI with 36.6% Efficiency 
CMOS-Only Rectifier and Current-Mode Demodulator in 
0.35mm FeRAM Technology ", Conf. Dig. ISSCC,Feb 2006 
pp.1201- 1210 

[3] A. P. Chandrakasan, S. Sheng, and R. W. Brodersen, “Low-
power CMOS digital design,” IEEE J. Solid-State Circuits, vol. 
27, pp. 473–484, Apr. 1992 

[4] L. Reindl, W. Ruile: "Programmable Reflectors for SAW-ID-
Tags", in Proc. of the 1993 IEEE Ultrasonics Symp., pp. 125-
130 

[5] V. P. Plessky, S. N. Kondratiev, R. Stierlin, F. Nyffeler: "SAW 
Tags: New Ideas", in Proc. of the 1995 IEEE Ultrasonics 
Symp., pp. 117-120 

[6] G. Fischerauer, "Surface Acoustic Wave Devices," in: 
W. Göpel, J. Hesse, J. N. Zemel,  H. Meixner, R. Jones (Eds.), 
Sensors. A Comprehensive Survey, Vol. 8. Weinheim: VCH, 
1995. 

[7] D. S. Ballantine, R. M. White, S. J. Martin, A. J. Ricco, E. T. 
Zellers, G. C. Frye, H. Wohltjen, Acoustic Wave Sensors: 
Theory, Design, and Physico-Chemical Applications. San Diego 
etc.: Academic Press, 1997. 

[8] F. Schmidt, O. Sczesny, L. Reindl, V. Magori, "Remote sensing 
of physical parameters by means of passive surface acoustic 
wave devices (‘ID TAG’)," in Proc. of the 1994 IEEE 
Ultrasonics Symp., pp. 589-592 



 9

[9] W. Buff, F. Plath, O.Schmeckebier, M. Rusko, T. Vandahl, H. 
Luck, F. Möller, "Remote sensor system using passive SAW 
sensors," in Proc. of the 1994 IEEE Ultrasonics Symp., pp. 585-
588  

[10] L. Reindl, G. Scholl, T. Ostertag, H. Scherr, U. Wolff, F. 
Schmidt, "Theory and application of passive SAW radio 
transponders as sensors," IEEE Transactions on UFFC, Vol. 45, 
No. 5, Sep. 1998, pp. 1281-1292  

[11] Pohl, R. Steindl, L. Reindl, "The 'intelligent tire' utilizing 
passive SAW sensors - measurement of tire friction", IEEE 
Transaction on Instrumentation and Measurement, Vol. 48, No. 
6, Dec. 1999, pp. 1041-1046 

[12] EPCglobal Inc GS1, EPC "Radio-Frequency Identity Protocols 
Class-1 Generation-2 UHF RFID Protocol for Communication 
at 860MHz-960MHz", 2005 

[13] H. Kwon, B. Lee, "Evaluation of RFID Tag Antenna 
Performance Using Radar Cross Sections", 8th  European Conf. 
on Wireless Technology, 2005, pp. 491- 493 

[14] M. Usami et al., “Powder LSI: An ultra small RF identification 
chip for individual recognition applications,” in IEEE ISSCC 
Dig. Tech. Papers, Feb. 2003, pp. 398–399. 

[15] K.V.V. Rao, P. V. Nikitin, S.F. Larn, "Antenna Design for UHF 
RFID Tags: A Review and a Practical Application", IEEE 
Transaction on Antennas and Prop.,Vol.53, Vo.12, Dec. 2005, 
pp. 3870-3876 

[16] C. C. Enz, F. Krummenacher, E. A. Vittoz, "An Analytical 
MOS Transistor Model Valid in All Regions of Operation and 
Dedicated to Low-Voltage and Low-Current Applications", 
Analog Integrated Circuits and Signal Processing, vol. 8, pp. 83 
- 114, 1995 

[17] Y. Cheng, C. Hu, "MOSFET Modeling & BSIM3 User’s Guide, 
" Kluwer Academic Publishers, 1999. 

[18] K. Seemann, R. Weigel, "Ultra-Low-Power Rectification in 
Passive RFID Tags at UHF Frequencies", Frequenz, Journal of 

RF-Eng. and Telecommunications,Vol.59, Vo.5-6, Jun. 2005, 
pp. 112-115 

[19] B.D. Rao, K.S. Arun: "Model Based Processing of Signals: A 
State Approach", Proc. IEEE, Vol. 80, no. 2, 1992, pp. 283-309 

[20] Pohl, G. Ostermayer, C. Hausleitner, F. Seifert, L. Reindl: 
"Wavelet Transform with SAW Convolver for Sensor 
Application", Proc. IEEE Ultrasonics Symp. 1995, pp. 143-146  

[21] G. Scholl, F. Schmidt, T. Ostertag, L. Reindl, H. Scherr, U. 
Wolff, „Wireless passive SAW sensor systems for industrial and 
domestic applications“, Proc. 1998 IEEE Frequency Control 
Symp., pp. 595-601.  

[22] G. Fischerauer, F. Schmidt, M. Voss, R. Bader, "Mechatronic 
Extension of a Tap Holder for Process Monitoring," in Proc. of 
the IECON 98  

[23] A. Pohl, G. Ostermayer, F. Seifert, "Wireless sensing using 
oscillator circuits locked to remote high-Q SAW resonators", 
IEEE Trans. Ultrason,. Ferroelect., Freq. Contr., vol. 45, No. 5, 
pp. 1161-1168, Sep. 1998  

[24] Pohl, "A low cost high definition wireless sensor system 
utilizing intersymbol interference", IEEE Trans. Ultrason,. 
Ferroelect., Freq. Contr., vol. 45, No. 5, pp. 1355-1362, Sep. 
1998 

[25] Pohl, "A Review of wireless SAW Sensors," IEEE Transactions 
on UFFC, Vol. 47, No. 2, March. 2000, pp. 317-332. 

[26] Siemens Transportation Group, product description A19100-
V700-B535-V1-76 

[27] G. Ostermayer, A. Pohl, L. Reindl, F. Seifert, "Multiple Access 
to SAW Sensors Using Matched Filter Properties", Proc. IEEE 
Ultrasonics Symposium, Toronto, 1997, pp. 339-342 

[28] G. Ostermayer, A. Pohl, R. Steindl, F. Seifert, "SAW sensors 
and correlative signal processing – a method providing multiple 
access capability", Proc. ISSSTA 98, South Africa, pp. 902-906 

 

 



Ultra-Low Power UWB Wireless Communication 
System Using SAW Matched Filters 

 

T. Sato, T. Sugiura, E. Otobe, K. Tanji, N. Otani, and M. Hasegawa 
Wireless Communication Lab. 

Samsung Yokohama Research Institute 
Yokohama, Japan 
tk-sato@ieee.org 

 
Abstract—A novel ultra-wideband (UWB) communication system 
with surface acoustic wave (SAW) matched filters that consumes 
a small amount of power during operation is introduced. The 
system uses a unique pulse position modulation method 
combined with unique spreading codes that are achieved by 
using SAW matched filters for modulation and demodulation. 
We fabricated 4-GHz SAW matched filters and used them in a 
UWB module comprised of these filters, low-noise amplifiers, 
converters, baseband circuits, and an antenna. With the UWB 
communication system, we achieved 20-Mbps real-time video 
streaming. The TX and RX power consumption in the RF section 
were 50 mW and 150 mW, respectively. This system is suitable 
for a wireless personal area network (WPAN) that requires low 
power consumption. 

Keywords—UWB; SAW; wireless pulse communication; 
matched  filter 

I.  INTRODUCTION 
Ultra-wideband (UWB) communication is one of the most 

promising technologies for the next wireless personal area 
networks (WPANs) because of its extremely high data 
transmission rate with ultra-low power consumption [1]. 
Recently, two kinds of communication methods used for UWB 
systems have been the center of attention [2]. One method is 
called DS-UWB (Direct Sequence UWB), and it uses very 
short pulses covering an extremely wide bandwidth spectrum. 
The other is called Multi-Band OFDM (Orthogonal Frequency 
Division Multiplexing). This method uses an OFDM technique 
already applied in wireless LAN systems. Achieving ultra-low 
power consumption with these two systems is difficult because 
the DS-UWB system needs some power consuming devices 
such as a high-speed clock, synchronization, and tracking loop, 
for example, and the Multi-Band OFDM system needs very 
complicated circuits that in turn result in high power 
consumption. 

The surface acoustic wave (SAW) matched filters have 
been studied since the 1960s [3]. In recent years, many studies 
of SAW matched filter applications for spread-spectrum-
related communication systems have been presented [4-6]. 
These SAW matched filters can be used for high-speed signal 
processing devices that perform correlation of complex pulse 
waveforms [7]. Using them achieves lower power consumption, 

as well as simplification and miniaturization of circuits, as 
compared to that using digital correlators with semiconductor 
circuits. 

In this paper, we introduce a novel UWB communication 
system with SAW matched filters that can be operated with 
ultra-low power consumption. The system uses a unique pulse 
position modulation (PPM) method combined with unique 
spreading codes. In the transmitter, two kinds of pulse trains 
corresponding to the reference and data signals are transmitted 
shifted by a specific delay time. These modulated pulse trains 
are generated with other spreading codes for the reference 
signal and the data signal, respectively, by using the SAW 
matched filter. In the receiver, detecting the data by comparing 
the peak position of two correlation signals demodulated from 
the data pulse train and the reference pulse train by SAW 
matched filters corresponding to the respective spreading codes 
is possible. The SAW matched filter enables low power 
consumption, simplification of the circuit, and miniaturization. 
Moreover, the PPM method is robust against multipass fading. 

In section II, we briefly show the SAW-UWB system with 
the PPM method and present a unique spreading code to 
improve the ratio of the strength of the desired correlation 
signal to undesired signals (D/U ratio). In section III, we show 
the device configuration to provide the high-performance GHz-
range SAW matched filter with fewer feed-through signals. In 
section IV, we describe the actual implementation in a UWB 
module comprised of these filters, low-noise amplifiers, 
converters, baseband circuits, and an antenna, to evaluate the 
performance of the SAW-UWB system. Then, we show the 
system performance of the UWB module and the SAW 
matched filters. 

II. PRINCIPLE OF UWB COMMUNICATION SYSTEM WITH SAW 
MATCHED FILTERS 

A. Basic Architecture 
Our developed UWB communication system exploits a 

unique pulse position modulation (PPM) method [8] that is 
based on an impulse radio technique and a coding technique. 
The advantage of the PPM method is that the effect of multi-
path fading can be suppressed. We adopted SAW matched 
filters for coding and decoding to achieve ultra-low power 



consumption. The transmitter and receiver architectures 
eliminate the need for mixers, an IF section, and most 
baseband signal processing, by using SAW matched filters. 
This is because the SAW matched filter can directly convert an 
RF signal to, or from, a baseband signal. 

The basic architecture of the UWB system with the PPM 
method combined with spreading codes is shown in Fig. 1. The 
system uses two orthogonal spread pulse trains that are 
generated by the SAW matched filters from very short mono 
pulse signals. One filter refers to a reference pulse train and the 
other refers to a data pulse train. In modulation, the reference 
mono pulses are generated at some constant interval 
corresponding to the data rate, while the data mono pulses are 
generated at a delayed time +τ or –τ with respect to the 
reference pulse when sending Data 1 or Data 0, respectively. 
Moreover, the reference and data pulses are spread to pulse 
trains with orthogonal spreading codes by the TX SAW 
matched filters to distinguish these pulses in a receiver. In 
demodulation, the pulse trains are correlated by the RX SAW 
matched filters to regenerate the reference signals and +τ or –τ 
delayed data signals. The two correlated signals are 
distinguished at a delay time discriminator and converted to 
digital signals. 

The system does not need a high-speed clock generator 
operating at a high chip rate. Furthermore, the demodulated 
reference signals are converted to digital signals, and then, 
these signals are used as clock signals for synchronization in 
digital signal processing. Hence, in addition, the system does 
not need power consuming synchronization for digital signal 
processing. This system with SAW matched filters operating in 
the GHz range can achieve asynchronous communication. As a 
result, we achieved ultra-low power consumption, as well as 

simplification and miniaturization of circuits. 
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Fig. 1 Basic architecture of UWB communication system with pulse position modulation (PPM) method combined with 

spreading codes. 
 

B. New Spreading Codes for PPM Method 
Some well-known spreading codes, such as the gold code 

and the barker code, for example, are used for wireless 
communication systems. However, they are not suited to the 
PPM method we present because their modulation method 
requires both a high D/U ratio and short code for a high 
transmission rate. 

In our modulation method, the delay time τ between the 
reference pulse train and the data pulse train is shorter than the 
chip interval T of each pulse train. The data pulses are placed 
in the reference pulse train, shifted by the delay time τ. 
Therefore, the output of the SAW matched filter contains both 
autocorrelation and cross-correlation signals. The cross-
correlation degrades the D/U ratio of the correlation of SAW 
matched filters. Assuming that the reference train is spread 
with a seven-chip barker code (1–1 1 1–1–1–1) and the data 
train is spread with a reversed barker code (–1–1–1 1 1–1 1), 
the D/U ratio of autocorrelation is 7:1. However, the D/U ratio 
of the correlation of SAW matched filters is degraded to 7:3 
because the cross-correlation becomes 3, as shown in Fig. 2 (a). 
Therefore, detecting the peak position of the correlation stably 
is difficult. 

To improve the D/U ratio, we propose a unique coding 
technique suited to the PPM method. The new spreading codes 
are expanded as the chip interval T' of the presented codes is 
half of that of the conventional codes, i.e., T' = T/2. The delay 
time τ is also set to T'. Compared to the conventional codes, 
the number of chips doubles, but the length of the pulse train is 
the same. The code employs three states: -1, 0, and 1. The 



autocorrelation and cross-correlation signals are also 
overlapped because the reference and data chips are permitted 
to overlap each other. If a cross-correlation is added to 
autocorrelation at the correlation peak and cross-correlations 
are canceled by autocorrelations in the side-lobe, we can obtain 
the bigger desired signal and the smaller undesired signals. 
Therefore, the D/U ratio can be improved using this idea. 

Next, we show an example of the new spreading codes for 
the PPM. The correlation signals of the new spreading codes, 
where the reference spreading code is (0 1 0–1 0 1 1 0 0 0–1 1–
1) and the data spreading code is (0 1 0 0 1 1 1 0–1 0 0–1 1), 
are shown in Fig. 2 (b). The effective number of chips is the 
same seven chips, as in the case of Fig. 2 (a). As shown in Fig. 

2, a D/U ratio of about 10:2 can be achieved, and this 
improvement is twice that of the seven-chip barker code. This 
is because the correlation peak grows from 7 to 10 because of a 
cross-correlation and the side-lobe levels are suppressed to 
about 2. 
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(b) 
Fig. 2 Correlation signals of PPM method for (a) Barker codes and 

(b) new spreading codes. 
 

Fig. 3 Feed-through cancellation concept by symmetrical 
configuration. 

III. SAW MATCHED FILTER FOR UWB COMMUNICATION 
SYSTEM 

The tap arrangements of the SAW matched filter for our 
UWB communication system were designed on the basis of the 
new spreading codes described in the previous section. The 
structure of the SAW matched filter was designed by using a 
full-wave simulation method to reduce unwanted parasitic 
effects in the GHz range. We calculated the SAW responses 
with a SAW simulation based on the coupling of mode (COM) 
model. An electromagnetic (EM) simulation of the structure 
patterns without IDT was performed with an EM simulator 
based on a moment method. We also used the EM simulator to 
calculate the influence of a package. The total simulation 
results of both SAW and EM were combined on a circuit 
simulator. 

Feed-through signals leaking directly from input to output 
transducers of the SAW matched filter, degrade a correlation 
performance, especially for wireless pulse communication 
systems operating in the GHz range. To suppress  this feed-
through response, we proposed a new configuration of SAW 
matched filters [9]. The feed-through cancellation concept is 
shown in Fig. 3. The pattern configuration has a single-ended 
input and balanced outputs. The input-output 1 and input-
output 2 patterns were designed to be symmetrical. The 
individual feed-through signals of output 1 and output 2 are in 
phase and of the same magnitude because of the symmetrical 
device pattern. On the other hand, the SAW IDT structures are 
designed so that both desired output signals are out of phase. 
Consequently, the feed-through signals can be canceled and 
only the desired signal can be detected with a balun. 



For the SAW-UWB system, two kinds of TX SAW 
matched filter and two kinds of RX SAW matched filter were 
fabricated. The chip layouts of the fabricated SAW matched 
filters are shown in Fig. 4. The TX SAW matched filter 
includes the reference spreading code and the data spreading 
code. One TX matched filter is for the delay time of –τ (Data 
0), and the other is for the delay time of +τ (Data 1). One RX 
matched filter is for the reference signal, and the other is for 
the data signal. We adopted a single electrode IDT on a 42˚-Y-
X lithium tantalate substrate for a very high operating 
frequency range, and we adopted a multi-track structure to 

avoid the reflection effects between individual taps. The 
electrodes were made of Al-Cu with a thickness of 900 Å. 
Each IDT consists of three finger pairs. The line and space 
widths were 0.254 µm each. The propagation paths are 
metallized to reduce the propagation loss of leaky surface 
waves. The aperture of each track is 80 µm, and the chip size is 
1.0 × 1.3 mm2. The SAW matched filter was assembled in a 
2.5 × 2.0 × 0.85 mm3 ceramic package with a symmetrical 
interconnection pattern by using the flip chip technique. 

The measurement results obtained for the fabricated SAW 
RX matched filter for spreading code (0 1 0 0 1 1 1 0–1 0 0–1 1) 
and our calculations are presented in Fig. 5. The measurement 
results are in good agreement with the calculations. In the time-
domain response, the feed-through response is suppressed and 
a good modulated pulse train with seven chips is detected. 

IV. IMPLEMENTATION OF UWB MODULE USING SAW 
MATCHED FILTERS 

We fabricated a SAW-UWB module by the PPM method 
to evaluate the performance of this system. 

An overview of our implemented UWB module with SAW 
matched filters is shown in Fig. 6.  The size of the module is 
110 × 45 × 13 mm3, and the RF circuit area is 36 × 40 mm2. 
The communication system is a half duplex system that 
switches TX/RX signals with one antenna. The interface is a 
USB (Universal Serial Bus) 2.0 port, and the only power for 
the module is supplied from a PC through the USB port. 

A block diagram of the UWB module is shown in Fig. 7. In 
the RF circuit, four kinds of SAW matched filters, low-noise 
amplifiers, pulse generators, converters, and an antenna were 
developed specifically for the module, and the baseband chip is 
an FPGA (Field Programmable Gate Array) that was 
customized for our UWB system. The SAW matched filters 
with new spreading codes described in the previous section 
were used. Low-noise amplifiers, pulse generators, and 
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Fig. 4 Chip patterns of SAW matched filters in SAW-UWB module.  

(a) TX and (b) RX. Chip size is 1.0 × 1.3 mm2. 

(a) 

(b) 
Fig. 5 Measurement results of 4-GHz RX SAW matched filter for 

spreading code (0 1 0 0 1 1 1 0–1 0 0–1 1). 
(a) Frequency response and (b) time domain. 

 



converters were made with MMIC (microwave monolithic IC) 
by using the InGaP HBT process to attain high speed, low 
power consumption, and a small package. The UWB ceramic 
antenna was developed with a size of 10 × 5 × 1 mm3 [10]. The 
correlation signals of the RX SAW matched filter in the UWB 
module are shown in Fig. 8. A maximum data rate of 20 Mbps 
was achieved, as shown in Fig. 8. 

We prepared two laptop PCs for transmission experiments 
with our implemented UWB module. The modules were put in 
the respective USB ports of the PCs. We transmitted MPEG1 
data from one PC to the other through the modules. We 
achieved an effective speed of 14 Mbps real-time video 
streaming with UWB modules over a transmission distance of 
five meters. The transmission speed was degraded from 20 
Mbps (Max) due to error correction sequences and switching 
between TX and RX. We have achieved ultra-low power 
consumption, 50 mW at TX and 150 mW at RX, in the RF 

section. 

We have also developed an integrated simulation tool for 
the UWB communication system that includes RF and 
baseband circuits. To achieve higher data transmission, the 
transmission characteristics of the SAW-UWB system using  
SAW matched filters with narrower pulse interval were 
calculated by this simulation tool.  Our simulation verified that 
our UWB communication system achieves 112 Mbps data 
transmission as shown in Fig. 9. 

 
Fig. 8 Measured correlation signals of RX SAW matched filter. 

100 nsec/div. The data rate is 20 Mbps. 
 

 
Fig. 6 Implemented UWB modules with SAW matched Filters. 

 

V. CONCLUSION 
We have presented a novel UWB communication system 

with SAW matched filters, that exploits a unique PPM method 
and new spreading codes.  

We have fabricated UWB modules with SAW matched 
filters and achieved 20 Mbps (max) real-time video streaming 
with them. Ultra-low power consumption, 50 mW at TX and 
150 mW at RX in the RF component, was obtained with the 
UWB communication system. The simulation verified that the 
SAW-UWB system achieves 112 Mbps data transmission. The 
system is suited to WPANs requiring low power consumption. 

 
Fig. 7 Block diagram of UWB module with SAW matched filters. The RF section consists of four kinds of SAW matched filters, low-noise 

amplifiers, pulse generators, converters, and an antenna. 
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Abstract—A shear horizontal surface acoustic wave (SH-SAW)
has high potential for applying it to a liquid-phase sensor.  The
SH-SAW sensor can detect loaded mass on the surface, density
and viscosity products, permittivity, and conductivity,
simultaneously.  Therefore, using the SH-SAW sensor, several
information of the adjacent liquid are obtained.  In this paper,
we present fundamental properties of the SH-SAW and its
application for evaluating binary-mixture solutions and
methanol sensor for a direct methanol fuel cell.

 I. INTRODUCTION

A surface acoustic wave sensor (SAW) is widely used as
filter and resonator in high frequency circuit [1].  The SAW
propagates on a piezoelectric material surface with
concerning its energy near the surface.  Therefore, the SAW
is influenced by chemical and/or physical changes of an
adjacent media and then SAW velocity and amplitude are
changed.  By detecting the changes, the SAW sensor is
realized.  As the SAW on the piezoelectric material is
coupled wave of particle displacements and static potential,
it is varied by mechanical and/or electrical changes of the
adjacent medium.  Former is called mechanical perturbation
and latter electrical perturbation.  Simultaneous detection of
the perturbations is one feature of the SAW sensor.  The
SAW sensor is categorized by a propagating mode.
Rayleigh-SAW can be applied to only gas sensor [2].  For
liquid-phase sensor application, it is necessary to use shear
horizontal (SH) mode.  In 1987, Moriizumi et al. proposed to
use the SH-SAW on 36YX-LiTaO3 for liquid sensing [3].
Then, the authors derived perturbation theories of the SH-
SAW sensor for liquid [4].  There are several acoustic wave
sensors other than the SAW sensors [5, 6].  Thickness shear
mode (TSM) sensor, which is called quartz crystal
microbalance (QCM), SH acoustic plate mode (APM) sensor,
and Love wave or guided SH-SAW sensor have been
developed.  The advantage of the SH-SAW sensor is high
sensitive and simultaneous detection of liquid mechanical
and electrical properties.  Especially, as 36YX-LiTaO3 has
the high electromechanical coupling coefficient, the SH-
SAW sensor, which is fabricated on it, can detect liquid

electrical properties with high sensitivity.

In this paper, two applications of the SH-SAW are
described.  First, the evaluation of binary-mixture solutions
of glucose and ethanol is presented.  The aim of this research
is to apply the SH-SAW sensor for fermentation process
monitoring.  The second is the detection of methanol
concentration.  The development of fuel cells has rapidly
progressed due to environmental issues regarding global
warming and the need for a substitute fuel for petroleum [7].
A direct methanol fuel cell (DMFC) is one of such cells, in
which methanol is used as the raw material.  A peculiarity of
the DMFC is the possibility of miniaturization, so it can be
used as a cell for mobile electronics, such as laptop PCs.   As
the efficiency of the DMFC depends on the concentration of
methanol, a methanol sensor is required.  As the SH-SAW
sensor can detect the permittivity of the solutions, the
detection of methanol concentration at high temperature is
performed.  Moreover, the influence of the formic acid is
discussed.

 II. DETECTION MECHANISM
The velocity and field distributions of the SAW are

calculated by the Campbell and Jones method [9].  Table I
summarizes the velocity and particle displacement ratio at
surface, when pure water was loaded onto the 36 YX-LiTaO3.
It is found from the table that the propagating wave on the
36YX-LiTaO3 is the SH mode.  Figure 1 shows the SH
particle displacement, u2, and piezoelectric potential, φ ,
profiles at the pure water and 36YX.LT interfaces.  Figure
1(b) shows the magnification of the SH particle
displacements in the water.  Subscripts of f and s mean the
electrical free and shorted surfaces, respectively.  When the
surface is electrically shorted, the potential becomes to zero.

This work was partially supported by Industrial Technology Research
Grant Program in ’05 from New Energy and Industrial Technology
Development Organization (NEDO) of Japan.  )

Table I.  SAW velocity and particle displacement ratio at
propagating surface.  Propagating surface is free or shorted.
The particle displacements of u1, u2, and u3 show those of
x1, x2, and x3 directions in Fig.3 respectively.

Surface Velocity
(m/s)

Particle displacement ratio
(u1 : u2 : u3)

Free 4161.7 0.011 : 1.0 : 0.093
Shorted 4110.8 0.030 : 1.0 : 0.13



In such case, only particle displacement interacts with the
adjacent liquid.  This interaction is called as the mechanical
perturbation or mechanical interaction.  On the other hand,
the particle displacement and potential interact with the
adjacent liquid, when the propagating surface is electrical
free.  Interaction between the potential and the adjacent
liquid is called as the electrical perturbation or the
acoustoelectric interaction.  If the electrical perturbation is
only detected, the mechanical perturbation must be canceled.

 III. THREE-CHANNEL SH-SAW SENSOR

Based on the detection mechanisms of the SH-SAW
sensor, we designed a three-channel SH-SAW sensor as
shown in Fig. 2 [9].  The propagating surfaces of channels 1
and 2 are metallized and electrically shorted by gold and
chromium evaporated films.  Channel 3 has a free surface
area in a propagating surface.  Two Liquid cells were placed
on the propagating surface, as shown in Fig. 3.  Reference or
sample liquids are injected into the cells.  The liquid cell on
channel 1 is for reference liquid.  Reference or samples are

putted into the other cell on the channels 2 and 3.  The
differential signals between channels 1 and 2 involve the
information about the mechanical properties of liquid and
mass loading effect onto the surface.  On the other hand, the
electrical properties of liquid are obtained from the
differential signals between channels 2 and 3.  In this case,
the mechanical perturbations are cancelled due to measuring
the differential signals.  Center frequency of utilized SH-
SAW sensor is 50 MHz.

The experimental system is illustrated in Fig. 3.  The
system consists of a signal generator (Anritsu MG3601A), a
vector voltmeter (Agilent 8508A), and a VHF switching unit
(HP 3488A).  All systems are controlled by an external PC
via GPIB.  The VHF switching unit was used for selecting
the two channels of the three-channel SH-SAW sensor.  The
phase and amplitude are obtained from the vector voltmeter.
A velocity shift, VV /∆ , and an attenuation change, k/α∆ ,
are derived from the phase shift and amplitude ratio between
reference and sensing channels.  Here, k  is a wave number.

 IV. APPLICATION OF THE SH-SAW SENSOR

A. Evaluation of binary-mixture solutions
In the fermentation process, the glucose changes to

alcohol due to catalytic reaction of the brewer's yeast at the
anaerobic environment.  One application of the SH-SAW

(a)

(b)
Figure 1.  (a) Particle displacement, u2, and piezoelectric
potential, φ , profiles at the interface between 36YX.LT and
water.  (b) Magnification of particle displacement profiles
in water.  Subscripts of s and f mean electrical shorted and
free surfaces, respectively.  Here, λ : wavelength.

Figure 2.  Schematic drawing of the three-channel SH-
SAW sensor.

Figure 3.  The experimental system with the three-channel
SH-SAW sensor.
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sensor is a monitoring system for a fermentation process for
alcohol drink.  At initial stage of this research, binary
mixture solutions of glucose and methanol were measured.
Four-dimensional date, which were phase shift and
amplitude ratio between channels 1 and 2 and between
channels 2 and 3, were obtained from a measurement.  Five
measurements were performed for each sample.  All results
of glucose and ethanol aqueous solutions are plotted in Fig. 4.
The abscissa is concentration and the ordinates are phase
shift or amplitude ratio between the reference and sensing
channels.  As the sample solutions were nonelectrolytes,
similar results were obtained.  The density and viscosity
products increase with increasing the concentration, the
phase shift and the amplitude ration between channels 1 and
2 decrease.  The phase shift and the amplitude ration
between channels 2 and 3 increase due to change of the
electrical properties.  Whereas magnification of phase shift
for the ethanol solution is larger than that foe the glucose
solution, it is difficult to evaluate the binary mixture
solutions on the basis of the phase shift and amplitude
change.

To evaluate the results, principal component analysis
(PCA) was used [10].  The PCA transforms the original data
set of variable into a smaller set of linear combination.  The
purpose of the PCA is to determine factors, which are called
as principal components, in order to explain as much of the
total variation on the data as possible with as a few factors as
possible.  Figure 5 shows the calculated results.  The abscissa
is the first principal component (PC1) and the ordinate the
second principal component (PC2).  The contribution ratios
for PC1 and PC2 were 86.7 % and 11.5 %, respectively.
These values mean that the information loss from the
original four-dimensional data set is 1.8%.  The PC1
indicates the concentration of the sample.  Minus side of the
PC2 is the glucose solutions and plus side of that is ethanol
solutions.  Therefore, using this figure, the evaluation of the
samples can be carried out.

The mixed solutions of glucose and ethanol solutions
were prepared and measured using the three-channel SH-
SAW sensor.  The obtained results were calculated on the
basis of the PCA.  The results are shown in Fig. 6.  In the
figure, the mixed solutions of 20 wt.% glucose and 20 vol.%
ethanol, and 20 wt.% and 15 vol.% ethanol are plotted.  The
mixture ratio of the both samples is also written in Fig. 6.
The points of the mixed solution locate on the line between
the glucose and ethanol solutions.  With increasing the ratio
of ethanol, the points approach to the ethanol solution.  Other
glucose and ethanol solutions were also mixed, measured,
and calculated.  Similar results with Fig. 6 were obtained.
Therefore, we have concluded that the three-channel SH-
SAW sensor is able to apply for evaluation of the binary-
mixture solutions.

B. Measurements of methanol concentration
The permittivity of the methanol solution is changed by

changing its concentration.  In the measurements, the SH-

SAW sensor with Ch. 2 and Ch. 3 were used.  The operating
temperature of the DMFC is normally higher than 50ْ C.  To
apply the SH-SAW sensor for the methanol sensor of the
DMFC, we must know the relationships between
concentration, temperature and sensor responses.  For this
purpose, a desktop high-temperature chamber (Espec ST-
120) was used for temperature control.  The SH-SAW sensor
with a liquid cell was placed into the chamber.  Temperature
was varied from 25 ºC to 60 ºC.  Temperature was measured
using a thermocouple thermometer (Fluke 51K/J).  Also,
methanol concentration was varied from 0 to 50 % by weight.
Distilled water at 25 °C was used as the reference solution.

Experimental results of the phase shift between reference
water and samples are shown in Fig. 7.  The lines in the
figure are the best-fit lines.  Linear relationships between
concentration and phase shift are obtained.  The slope
increases with temperature.  In other words, the sensitivity of
the SH-SAW sensor increases with temperature.  Also, high
correlation coefficients are obtained.  The concentration
resolution was estimated on the basis of time stability.
Concentration resolutions at 25 °C and 60 °C are 0.13 and
0.10 % by weight, respectively.  The optimum concentration
of methanol is determined for a DMFC.  The estimated
concentration resolution is sufficient for practical purposes.

(a)

(b)
Figure 4.  Phase shift and amplitude ratio between
channels 1 and 2, or channels 2 and 3 as a function of
concentration.  (a) Glucose solution and (b) ethanol
solution.  ● and ■: phase shift, ○ and □: amplitude ratio.

0 5 10 15 20

0

5

10

15
●,○:Channels 1&2
■,□:Channels 2&3

 

Concentration of ethanol (vol.%)

Ph
as

e 
sh

ift
 (o )

0.6

0.7

0.8

0.9

1.0

1.1

1.2

A
m

pl
itu

de
 ra

tio

 

0 5 10 15 20
-2

0

2

4

6

8
●,○:Channels 1&2
■,□:Channels 2&3

 

Concentration of glucose (wt.%)

Ph
as

e 
sh

ift
 (o )

0.7

0.8

0.9

1.0

1.1

1.2

1.3

A
m

pl
itu

de
 ra

tio

 



During electrode reactions in DMFC, hydrogen ions are
generated from the methanol [7].  During the process of the
electrode reaction, formic acid is also generated [7].  As the
formic acid is mixed in the methanol solution, it is necessary
to consider the method of methanol determining
concentration in methanol-formic acid binary-mixture
solution.  The concentration of the formic acid in solutions is
known to be less than 0.1 % by weight.  Figure 8 shows the
measured results of the mixture solution.  The concentration
of methanol was fixed at 10 % by weight.  When the formic
acid is not involved in the solution, the methanol
concentration can be determined from the phase shift, as
shown in Fig. 8.  For the mixture solution, however, the
sensor responses become complicated, because the
conductivity increases with the formic acid concentration.
Phase shift and amplitude ratio decrease with increasing
formic acid concentration.  These results are reasonable.

To consider the method of determining the methanol
concentration, ∆V/V and ∆α/k are derived from phase shift
and amplitude change, respectively.  The obtained values are
plotted on the ∆V/V-∆α/k plane, as shown in Fig. 9.  The

plotted data were measured at room temperature.  The dots
denote the experimental data.  M and F in the figure
represent methanol and formic acid, respectively.  The
numbers indicate the concentration.  For example, M5 is 5 %
methanol by weight and M10+F0.1 is the mixture solution of
10 % methanol and 0.1 % formic acid.  Straight lines in the
figure are used to connect points.  Now we consider the
quadrilateral ABCD.  Segments AD and AB indicate the

Figure 5.  Scatter diagram of the experimental results of
glucose and ethanol solutions.

Figure 6.  Estimation of glucose and ethanol mixture
solutions with PCA.  ● and ○: mixture solutions of 20 wt.%
glucose and 20 vol.% ethanol, and 20 wt.% glucose and 15
vol.% ethanol.  Labels, a, b, and c, show the mixing rations
of 3:1, 1:1, and 1:3, respectively.

(a)

(b)
Figure 8.  Experimental results of methanol and formic acid
binary-mixture solution.  (a) Phase shift and (b) amplitude
ratio.  Methanol concentration is fixed at 10 % by weight
and formic acid concentration is a parameter.

Figure 7.  Experimental results of methanol solution.
Symbols shows the temperature, as follows: ● 25 °C, ◄
30 °C, ■ 35 °C, ▼ 40 °C, □ 45 °C, ▲ 50 °C, ○ 55 °C, and
► 60°C.4
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concentrations of methanol (0-5%) and formic acid (0-
0.02%), respectively.  The measured data on ∆V/V-∆α/k
plane was performed the coordinate formation to AD-AB
plane, and the concentrations were estimated using following
equations.

x=21014(∆V/V)  + 3543(∆α/k) (1)

y=−1.683(∆V/V)  + 17.52(∆α/k) (2)

Where x and y are the concentrations of methanol and formic
acid, respectively.  For example, the experimental result of
the unknown concentration is located at the point (X)
denoted by a triangle in the figure.  The results of velocity
shift and attenuation change were substituted into eqs. (1)
and (2).  The estimated results are 3.9 % methanol by weight
and 0.009 % formic acid by weight.

 V. CONCLUSIONS

The advantage of the SH-SAW sensor on the 36YX.LT is
simultaneous detection of the liquid properties.  The three-
channel SH-SAW sensor is proposed for the purpose.  In this
paper, the three-channel SH-SAW sensor is applied for
evaluating of the mixed solutions of glucose and ethanol.

The mixture solutions are evaluated using the PCA.  Then,
the SH-SAW sensor is applied for methanol concentration
detection for the DMFC. The experimental results indicate
that the sensitivity increases with temperature.  Also, the
resolution was derived from the experimental results to be
0.10 % by weight at 60°C.  Therefore, the SH-SAW sensor is
suited for use as a methanol sensor for DMFC.  Moreover,
the influence of formic acid was considered.  A method of
estimating methanol concentration in methanol and formic
acid mixture solution was examined.  A simple and effective
method was proposed.  Developing a SH-SAW sensing
system for DMFC is future work.
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Abstract— In order to realize miniature biosensors for real-time, 
rapid and direct detection, a liquid-phase sensor using shear 
horizontal surface acoustic waves (SH-SAWs) on ST-cut quartz is 
presented. On the sensor chip, there is an SH-SAW delay line 
that is composed of a transmitting interdigital transducer (IDT), 
receiving IDT and a biochemical reaction area in between them. 
The biochemical reaction area is surrounded with epoxy wall to 
protect the IDTs from liquid. In order to evaluate the 
performance of an SH-SAW delay-line sensor, C-reactive protein 
antibodies with different concentrations are provided to the 
biochemical reaction area. The phase changes in the S21 response 
of a 250 MHz SH-SAW delay-line at a fixed frequency are 
measured on real-time and it is confirmed that different phase 
changes are obtained for different antibody concentrations. 
Furthermore, a concept of one-chip biosensor system that is 
composed of SH-SAW delay lines for sensing and additional IDTs 
to excite Rayleigh type SAWs for SAW streaming on a chip. In 
this paper, one-chip quartz-based liquid-phase SH-SAW delay-
line sensor systems with pumping and agitating functions using 
Rayleigh type SAWs are demonstrated.  

Keywords; Sensor; SAW; SH-SAW; C-reactive protein; 

I.  INTRODUCTION 
Miniature and low-cost liquid-phase sensor systems have 

been required in some applications such as environment, food 
industry, medicine and so on. Miniaturization can allow not 
only to realize portable but also to reduce the reagent volume 
and to shorten process time by diffusion driven reactions. 
Those sensor systems [1], such as a lab-on-a-chip or micro 
total analysis systems (uTAS), generally require a sensing 
function in liquid-phase and a fluidic function on the chip. 

Acoustic wave based sensors are suitable for 
miniaturization. Those sensors have been successfully 
investigated for the detection of  bio-chemical compounds due 
to the need for real-time, rapid and direct detection where the 
device is in direct contact with the solution. Quartz crystal 
microbalances (QCMs) are one of the most popular acoustic 
devices in the field of bio-chemical applications and there are 
many papers about QCM immunosensors [2]. On the other 
hand, it has been known that shear horizontal surface acoustic 
waves (SH-SAWs) are suitable for liquid-phase sensors [3-5]. 
Since SH-SAW has a horizontal polarization in the direction 
normal to the propagation direction parallel to the substrate, the 
SH-SAW energy is less radiated into the liquid. Although some 
SH-SAWs exist on several substrates, LiTaO3 [3], La3Ga5SiO14 
[4] and Quartz [5], the liquid sensing systems using SH-SAW 

on LiTaO3 substrate to detect the density and viscosity products, 
relative permittivity and conductivity of the liquid have been 
studied for a long time. However, there has been a few papers 
for miniature one-chip biosensor using acoustic sensor devices. 

On the other hand, since a Rayleigh type SAW can be 
attenuated in liquid, it has been believed that the SAW cannot 
be utilized for liquid-phase sensor devices. However, after the 
phenomena that liquid on the surface of the device is 
dynamically moved and streamed toward the SAW propagation 
direction was found [6], some papers about the positioning 
systems of small liquid droplet using SAW [7,8] have been 
published. In those papers, LiNbO3 substrates were generally 
used for the SAW fluidic-systems because there are some 
SAWs with a large electro-mechanical coupling coefficient that 
can be efficiently excited along some axes within the wafer 
plane. 

This paper shows experimental results of quartz-based SH-
SAW liquid-phase sensors using C-reactive protein and gives a 
concept of one-chip biosensor systems using SAW and SH-
SAW. On one-chip sensor devices, the SH-SAWs can be 
utilized for sensing and the SAWs can be utilized for pumping 
or agitating. This work is the first step for a one-chip 
multifunctional biosensor or “lab-on-a-chip”. 

 

II. SH-SAW DELAY LINE SENSOR WITH LIQUID CELL 
SURROUNDED WITH EPOXY  

 

Epoxy wall

IDTs IDTsReactive Area

 
 

 
Figure 1.   Configuration of SH-SAW liquid-phase sensor. 
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Figure 4.   Fractional SH-SAW velocity changes with different antibody 

concentrations. 
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Figure 2.   Frequency responses of SH-SAW liquid-phase sensor. 

10-2 100 102 104-0.03

-0.02

-0.01

0

Antibody concentration [ µg/ml]

PBS Buffer

Fr
ac

tio
na

l v
el

oc
ity

 c
ha

ng
e 

( ∆
V

/V
)

～ ～

[10-2]

 
Figure 5.   Fractional SH-SAW velocity changes with different antibody 

concentrations. 

SH-SAWs on ST-cut Quartz substrates have a big 
advantage of excellent temperature stability in contrast to other 
SH-SAWs on LiTaO3 substrate. The first order temperature 
coefficient of SH-SAW on Quartz is almost zero and the 
second order temperature coefficient is around -0.04 ppm / °C2 . 
On the other hand, the SH-SAW on LiTaO3 substrate has a 
temperature coefficient of about -35 ppm / °C . In order to 
evaluate the basic performance of the SH-SAW liquid-phase 
sensor on Quartz, we designed an SH-SAW delay-line on 37° 
rotated y-cut Quartz substrate with a liquid cell as shown in Fig. 
1. The transmitting and receiving SH-SAW IDTs are placed 
with a center-to-center distance of 6 mm between them. A 
liquid cell is placed between the IDTs that was surrounded with 
epoxy wall in order to protect the IDTs from liquid. The 
electrode periodicity of the IDT is a 20-micron-meter 
wavelength with double electrode fingers and the center 
frequency of the SH-SAW delay-line is around 250 MHz. The 
IDTs have an aperture of 2 mm and a number of finger pairs of 
50. In the liquid cell, there is a reaction surface that was 
covered with evaporated gold film. The reaction surface was 
surrounded with epoxy wall with a height of about 60 micron 
meters. The wall was realized by a photo-lithography technique 
using  photosensitive epoxy film with a 60 micron meters 
thickness, that is a popular material for Micro Electro 
Mechanical Systems technology. The SH-SAW can be 
attenuated under the epoxy wall. The propagation loss of about 
0.75 dB/wavelength at 250 MHz SH-SAW was obtained in our 
experiments. The photolithography technique provided a thin 
wall with a thickness of 40 micron meters or about two 
wavelengths for the 250 MHz device. Then the increase of 
insertion loss of SH-SAW delay-line due to epoxy wall was 
about only 3 dB.  

The frequency response of the SH-SAW delay-line sensor 
device is shown in Fig. 2. The dashed line shows the response 
without water. The insertion loss was 27 dB including the 
propagation loss of 3 dB at epoxy wall. The solid line shows 
the response with water. The increase of the insertion loss was 
about 12 dB due to liquid-phase sensing on the shorted layer at 
reaction area.   

A schematic diagram of the measurement system is shown 
in Fig. 3. The sensor devices are placed in the oven with a 
constant temperature at a 25 degree centigrade. The phase 
response and the insertion loss of the SH-SAW delay-line are 
measured using a vector network analyzer and a personal 
computer. When the SH-SAW is propagating at the reaction 
area, the SH-SAW propagation characteristics which are the 
phase response and insertion loss can be changed.  

Since the surface of the reaction area was covered with 
evaporated gold film, the mechanical perturbation can be 
efficiently detected. Then when buffer liquid with antibodies is 
injected into the liquid cell, the antibodies can be absorbed onto 
the gold surface. The velocity of the SH-SAW at the reaction 
area covered with gold film can be changed due to antibodies 
absorption. Figure 4 shows some experimental results using 
buffer liquid with C-reactive protein antibodies [2]. C-reactive 
protein antibodies with different concentrations were provided 
to the biochemical reaction area. The phase change in the S21 
response of the SH-SAW delay-line at a fixed frequency has 
been monitored on real-time.  In Fig. 4, the vertical axis is the 
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Figure 3.   Measurement system. 
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Figure 6.   Fractional SH-SAW velocity changes with different antibody 

concentrations after rinse and dry. 
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Figure 7.   Insertion loss changes with different antibody concentrations 

after rinse and dry. 
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Figure 8.   SAW and  SH-SAW on Quartz substrate. 

fractional velocity change of the SH-SAW that was obtained 
from the measured S21 phase changes. SH-SAW velocity can 
be changed by surface condition with antibody adsorption on 
the reaction area.   It was confirmed that different velocity 
changes were obtained with different antibody concentrations. 
Antibody in the buffer can be adsorbed spontaneously to the 
gold surface on the reaction area in liquid-phase. The fractional 
velocity changes versus C-reactive protein antibody is shown 
in Fig. 5. The insertion losses were almost the same with 
different concentrations in liquid-phase. On the other hand, 
after rinsing and drying, the S21 responses were measured 
again. The insertion losses and fractional velocity changes are 
shown in Fig. 6 and Fig. 7, respectively. The results indicate 
that antibody in the buffer can be adsorbed spontaneously to 
the gold surface on the reaction area, even though after rinsing 
and drying.      

 

III. ONE-CHIP LIQUID-PHASE SENSOR USING SAW AND 
SH-SAW 

Two different acoustic waves, a Rayleigh type SAW and an 
SH-SAW can be efficiently excited on 37° rotated Y-cut 
Quartz substrate as shown in Fig. 8. The Rayleigh type SAW 
on 37° rotated Y-cut Quartz substrate can be effectively excited 
to x-direction on the surface. The elector-mechanical coupling 
coefficient of the SAW is about 0.16 %. It is not so big but 
good enough to excite SAW that can push or agitate a droplet 
on the substrate. On the other hand, the SH-SAW can be 
efficiently excited normal to the direction of the SAW 
propagation direction on the substrate. The SH-SAW can be 
suitable for liquid-phase sensors that can provide real-time, 
rapid and direct detection where the device is in direct contact 
with the solution.  

A concept of one-chip liquid-phase sensor on Quartz 
substrate is shown in Fig. 9. On the sensor chip, there is a SH-
SAW delay-line that is composed of a transmitting interdigital 
transducer (IDT), receiving IDT and a biochemical reaction 
area in between them. And there is another IDT that excites a 
Rayleigh type SAW to push or agitate a droplet. When a 
Rayleigh type SAW is propagating under the droplet on the 
substrate, the SAW is attenuated and radiated a longitudinal 
wave into the droplet [8]. If the SAW amplitude is high enough, 
the force induced by acoustic streaming is high enough to push 
the droplet in the SAW propagation direction. When the SAW 
amplitude is low, the droplet cannot be moved but the 
longitudinal wave that was radiated into the droplet can shake 
or agitate the droplet.  

Two types of one-chip sensors using SAW and SH-SAW 
were demonstrated for pumping and agitating. Figure 9 shows 
the one-chip sensor system using a 50 MHz SAW and a 250 
MHz SH-SAW in this study. 

A. One-chip sensor using SAW for pumping  
For biosensor devices, some processes may be required, 

which are to inject a droplet to the reaction area, to rinse the 
reaction surface and to react the immunoassay at the reaction 
area. After the droplet with 20 micro litters is placed at the 

dispense area using a dispense machine, the droplet can be 
transported to the reaction area by the SAW launched at the 
SAW IDT. The Figure 10 shows an experimental result of this 
process. The insertion loss and phase changes of the SH-SAW 
delay-line response were measured during some steps, 1)a 
droplet with Latex with 20 micro litters was dispensed at the 
dispense area, 2)after 7.5 minutes, the SAW was exited for 2 
minutes. As shown in Fig. 10, the droplet was transported to 
the reaction area by the SAW and the fractional velocity 
change of the SH-SAW delay-line was observed.  



B. One-chip sensor using SAW for agitating  
Figure 11 shows the insertion loss and phase changes of the 

SH-SAW delay-line response. Those were measured during 
some steps, 1)started the measurement, 2)after 5 minutes, a 
droplet with Latex with 20 micro litters was dispensed at the 
reaction area, 3)after 10 minutes, the SAW was exited for 2 
minutes.  

After the droplet was injected into the reaction area, the 
SH-SAW velocity was changed slowly for the next 10 minutes. 
After the SAW was excited, the SH-SAW velocity was 
changed rapidly. It means that the reaction between the gold 
layer on the reaction area and Latex in liquid can be accelerated 
by the SAW. The SAW can be used for agitating or mixing the 
liquid. 

IV. CONCLUSION  
A concept of a one-chip biosensor system using SAW and 

SH-SAW was presented. The SH-SAW can be utilized for 
sensing and the SAW can be utilized for pumping or agitating. 
On the sensor chip, there is an SH-SAW delay-line that is 
composed of a transmitting IDT, receiving IDT and a 
biochemical reaction area in between them. And there is 
another IDT on the sensor chip that can excite a Rayleigh type 
SAW to carry a droplet or to agitate a droplet at the 
biochemical reaction area. The one-chip quartz-based liquid-
phase SH-SAW delay-line sensors with pumping and agitating 
functions using SAW were demonstrated. This work is the first 
step for a one-chip multifunctional biosensor or “lab-on-a-
chip”. 
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Figure 9.   One-chip SH-SAW sensor with pumping and agitating system 

using SAW. 
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Figure 10.   Experimental result of pumping system using SAW. 
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Figure 11.   Experimental result of agitating system using SAW. 
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Abstract- This paper presents the concept of orthogonal 
frequency coding (OFC) for applications to SAW device 
technology.  OFC is the use of orthogonal frequencies to 
encode a signal, which spreads the signal bandwidth in a 
manner similar to a fixed M-ary frequency shift signal.[1-3] 
Also, a pseudo noise (PN) sequence can be added for 
additional coding.  The OFC technique provides a wide 
bandwidth spread spectrum signal with all the inherent 
advantages obtained from the time-bandwidth product 
increase over the data bandwidth.  The theory of OFC is 
presented and discussed; defining the fundamental equations 
and showing the time and frequency domain relationships.  
The application of OFC to SAW devices for tagging will be 
introduced.  
 

I. I. INTRODUCTION 
  This paper presents the concept of orthogonal 
frequency coding (OFC) for SAW communication, tag and 
sensor applications.  OFC is a spread spectrum technique for 
encoding the SAW device which has the inherent 
advantages of processing gain and security and allows both 
frequency and PN coding. This paper presents the basic 
theory, the OFC coding approach, a comparison to other 
approaches of tagging, SAW device implementation 
concepts and system considerations. 

II.  SINGLE FREQUENCY SAW TAG DISCUSSION 
 Before proceeding to the OFC theory, it is useful to 
discuss a single frequency tagging SAW approach.  This 
provides a basis for comparison of some properties and 
parameters.  Currently, SAW tags and sensors are 
commonly implemented using several identical single 
frequency reflectors.  The device is excited with a single 
carrier RF burst that generates a surface wave that is 
partially reflected from each of the  inline, unweighted 
reflectors shown in Figure 1.  An amplitude shift keying 
(ASK) or phase shift keying (PSK) receiver can be used 
with this device in order to determine the reflected pulse 
locations that indicate the device code and/or the sensed 
information.[4-8]  Alternatively, tag identification and 
sensor readout can be accomplished by applying the tag 
response to a matched filter based on the bit locations and 
phases [9,10].  In the following discussion, these receiver 
architectures are investigated with the goal of quantifying 
tag insertion loss excluding transducer and propagation 
losses. Figure 1 shows a schematic drawing of a single 
frequency SAW tag and the desired impulse response. 

N
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Figure 1.  Schematic drawing and impulse response of 
single frequency SAW ID tag.  All reflector gratings are in 
one track besides the input transducer. 
 
The desired impulse response is a series of reflected pulses 
with time locations corresponding to the physical locations 
of the reflectors.  The true impulse response of the device 
shown contains spurious pulses that are generated due to 
multiple reflections between the reflectors.  In the following 
analysis, these undesired signals are not considered when 
considering the total power that is returned to the input 
transducer. 
The amount of power received from  reflector is thn

2( 1)( ) nP n R T −= ⋅                (1) 
 where R  and T  are the bit power reflection and 
transmission coefficients, respectively, and, assuming no 
propagation loss, conservation of power yields 
 1R T+ =     (2) 
where 1R ≤  and 1T ≤ .  In ASK and PSK receivers, the 
tag insertion loss is defined by the bit with the lowest power 
level which, using  (1), is the furthest bit from the input 
transducer.  Consequently, it is desirable to choose the 
reflection coefficient R  in order to maximize the power 
returned from the last bit in the sequence.  Given a bit count 
, , (1) and (2) are used to define the power received from 
the last bit as 
N

2 2( ) (1 ) N
lastP R R R −= ⋅ −    (3) 

The power received from the last bit  is plotted versus 
bit reflection coefficient in Figure 2 for three different bit 
counts. 

lastP
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Figure 2. Power received from last bit vs. reflection 
coefficient, R , in single frequency SAW tag for bit counts 
equal to 8 (blue), 12 (green), 16 (red). 
 
Note that the optimal reflection coefficients are represented 
by the peaks in Figure 2, and are defined for a given bit 
count as N
    (4) 1( ) (2 1)optR N N −= −
Substituting (4) into (3), the maximum power received from 
the last bit versus bit count is plotted in.  As seen in Figure 
3, the loss associated with the last bit is relatively high, 
which in ASK or PSK systems, limits the SNR accordingly 
and ultimately leads to a reduction in readout distance.  
Figure 4 shows the power received from the last bit relative 
to the first given that the bit reflectivity is optR .  The plot 
gives a measure of reflected signal power variation versus 
bit count, .  For increasing bit count, the ratio 
asymptotically approaches , which implies that 
maximum power variation in the reflected signal is 4.34 dB. 
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Figure 4. Power received from the last bit relative to the first 
bit versus bit count  given N optR .  Plot demonstrates the 
amplitude variation of the tag impulse response.  For 
increasing bit count, , the ratio asymptotically approaches N

1e− . 
 
The SNR of the single frequency SAW tag system can be 
improved by applying the received tag signal to a matched 
filter similar to DS/SS.  In addition, the reflectors can be 
phase coded to provide multiple access operation similar to 
CDMA communication systems.[9,10]  The following 
analysis considers an optimal reflection coefficient given 
that a matched filter is used for demodulation. Since the 
matched filter integrates the power received from all bits in 
the tag, the tag power is defined by the total amount of 
reflected power from all  reflectors, and is defined using 
(1) as 
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In order to ensure the orthogonality of the PN codes used, 
the variation in power received from the bits is limited by 
the equation 
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Figure 3.  Power received from last bit, in dB, versus bit 
count  givenN optR . The plot gives a measure of tag 
insertion loss which is shown to be relatively high. 
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where x  defines an acceptable ratio of the powers in the 
last and first bits.  For a given power ratio x , the bit 
transmission and reflection coefficients are defined using 
Equations (2) and (3) as 
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Furthermore, the total power received given the requirement 
in (6) yields 
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Equation (8) can now be used to define the single frequency 
SAW ID tag insertion loss, excluding transducer loss, for a 



given bit count  and bit power variation N x .  The total 
reflected power that contributes to the correlated 
compressed pulse is plotted for three bit power variations in 
Figure 5. 
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Note the power received is maximized for bit counts under 
five; however, such low bit counts severely limit the number 
of identifiable tags.  For larger bit counts, the received 
power approaches a nonzero minimum value defined by 

 1( )
2tot

xP x −
=     (9) 

Equation (9) provides a theoretical upper limit of 3 dB for 
the tag loss of a single frequency SAW ID tag with practical 
code diversity.  The 3 dB limit assumes no power is 
received from the last bit.  In practice, a more sensible tag 
loss is 6 dB assuming that the last bit provides half the 
power of the first.  Equation (9) implies that code diversity 
can be increased indefinitely with little increase in tag loss; 
however, what is practically realizable in a SAW device will 
set an ultimate limit.   

III. ORTHOGONAL FREQUENCY THEORY 
 Consider a time limited, nonzero time function 
defined as[11] 
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The function, )(tnϕ , represents a complete orthogonal basis 
set with real coefficients an.  The members of the basis set 
are orthogonal over the given time interval if  
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where Kn = constant. 
Given the basis set and constraints, two functional 
descriptions are obtained which have the forms: 
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Each cosine term in the summations in (12) represents a 
time gated sinusoid whose local center frequencies are given 
by 

            τ
n

nf =    and   τ2
)12( += m

mf             (13) 
In the frequency domain the basis terms are well known 
Sampling functions with center frequencies given in (13).  
From (13), τ⋅nf must be an integer, which requires an 
integer number of wavelengths at frequency fn, and similarly 
there must be an integer number of half wavelengths at fm.    
Given that each basis term is a Sampling function, then the 
null bandwidth is known to be . The overall frequency 
function is defined given the choice of the even or odd time 
function in (12), the basis frequencies of interest, the weight 
of the basis function, and either the bandwidth or the time 
length.  Figure 6 shows an example of the Sampling 
function basis frequency response terms described, 
normalized to center frequency and having all weights of 
unity.  

12 −⋅τ

IV. ORTHOGONAL FREQUENCY CODING CONCEPT 

A. Bit Function Description 

Given a time function, , having a time length ( )bitg t Bτ  
defined as the bit length, the bit will be divided into an 
integer number of chips such that 
  where  #  of chips B cJ Jτ τ= ⋅ =  (14) 

The chip interval cτ  is set as the time interval in (13) for the 
basis set.  Allowing a time delay Dτ , such that ( )Dt t τ= − , 
and given a definition of each chip as , then a bit is 
defined as the sum of J chips as 

( )cjh t
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Each chip is contiguous without time overlap and jw  is the 
bit weight and the functional form for the chip definition 

(cj ch t j )τ− ⋅  is chosen from (12).  In general, multiple local 
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Figure 5.  Total reflected power vs. bit count for three bit 
power variation ratios (blue - 10%, red - 50%, green - 
75%).



carrier frequencies are possible in each chip depending on 
their weighting coefficient. Using the basis set with the 
integer number of half-wavelengths yields, 
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To generate the required signal, let  for all m, 
except .  Then,  

0jmb =
 where 1j jm C C M= ≤
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The form in (17) shows that each chip has a single local 
carrier frequency 2

2
j

cj
c

C
f
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τ
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=
⋅

 and jb  is the chip weight.  In 

order to build the desired time function, the following 
design rules are used: 1) , 2) the bit null 

bandwidth is 
1  for all jb = ± j

12bit cBW J τ −= ⋅ ⋅ , and 3) jC  is a sequence of 

unique integers which means that cjf  form a contiguous, 
non-repetitive set, similar to Figure 6.  The rules, however, 
do not require that the local frequency of adjacent chips that 
are contiguous in frequency must be contiguous in time.  In 
fact, the time function of a bit provides a level of frequency 
coding by allowing a shuffling of the chip frequencies in 
time. 

B. OFC Properties 
 Figure 7 shows an example seven chip sequence 
where , and there are an integer 
number of half wavelengths in each chip.  The seven local 
chip frequencies are contiguous in frequency but are not 
ordered sequentially in time, and the chip weights are all 
unity.  The given chip sequence represents the orthogonal 
frequency code for the bit.  If there are J chips with J 
different frequencies in a bit, then there are  possible 

permutations of the frequencies within the bit.  A signal can 
be composed of multiple bits, with each bit having the same 
OFC or differing OFC.  For the case of a signal, J chips 
long, 

 for all cm cnf f m≠ n≠

!J

1jb = , and having a single carrier frequency, the 

signal is a simple gated RF burst Bτ  long. 
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Figure 7.  Example of seven chip time function using the 
basis set defined in (17). 
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Figure 6.  Example of three and four orthogonal 
sampling function frequency response terms. 

In addition to the OFC coding, each chip can be weighted as 
±1, giving a PN code in addition to the OFC, namely PN-
OFC.  This does not provide any additional processing gain 
since there is no increase in the time bandwidth product, but 
does provide additional code diversity for tagging.  For 
conventional PN coding, the number of available codes is 
2J .  When using PN-OFC coding, the number of available 
codes is increased to 2 !J J⋅ . 
Figure 8 shows the bit frequency responses of a seven chip 
OFC, seven chip PN and uncoded single carrier signal with 
time functions normalized to unity and having identical 
impulse response lengths.  The uncoded single carrier is 
narrowband and has greater amplitude at center frequency 
than the PN (-9dB) and OFC (-17 dB) signals.  The 
bandwidths of the PN and OFC signals are 7 and 49 times 
greater than the single frequency carrier bandwidth, 
respectively, as expected due to the spread spectrum nature 
of the signals.  The power spectral density is lowest for the 
OFC signal. Figure 9 shows the autocorrelation functions of 
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Figure 8.  Frequency responses of seven chip OFC (red), 
seven chip PN (green) and single frequency carrier 
(blue) each with identical time lengths. 



the signals used in Figure 8.  The peak autocorrelation is 
exactly the same given the identical time amplitude and 
signal lengths, but the compressed pulse widths for the 
coded signals are narrower than that of the uncoded single 
carrier, as expected.  This provides the measure of 
processing gain (PG), which is the ratio of compressed pulse 
width to bit length.  The PG for the PN and OFC signals are 
7 and 49, respectively, and PN-OFC provides a lower PSD 
than single carrier PN and uncoded signals of equal 
amplitude.  As a result, PN-OFC yields the greatest 
correlated output in relation to peak spectral power. 

V. OFC REFLECTOR DESIGN  
 In applying the OFC concept to a SAW reflector, 
the effects of the non-ideal reflector response needs 
consideration.  A good measure is to examine the difference 
between the ideal time domain rect function and frequency 
domain Sampling function, versus the SAW chip reflector 
response in both domains.  In addition, the parameters of 
interest to obtain near-optimum reflector bank performance 
were chip reflector insertion loss, chip processing gain (PG), 
intersymbol interference (ISI), chip correlation properties 
and inter- and intra- chip interactions.  For this discussion, 
only a single in-line reflector bank is considered and the 
analysis assumes no reflector weighting is implemented.  
COM simulations of the complete chip and/or bit structure 
are analyzed and compared to the first order predictions for 
analysis to verify the accuracy of predictions.  It is realized 
that multiple parallel tracks can be approached in a similar 
manner and that parallel tracks could be used to further 
optimize the OFC device performance. 

A. Chip amplitude uniformity 
 For a fixed chip time length which is required for 
orthogonality, as the chip frequency increases the number of 
reflectors in a chip increase, since the number must equal an 
integer.  Since reflectivity increases with the number of 
reflectors, the higher frequency chips will have greater 

reflectivity compared to lower frequency chips, assuming 
reflectivity per electrode is constant.  If mechanical loading 
is significant, then the reflectivity will also increase at 
higher frequencies because the relative λ/h will also 
increase.  Compensation using several techniques can help 
mitigate this effect, but this analysis approach will assume 
constant amplitude for all chips. 
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Figure 9.  Time autocorrelation of seven chip PN-
OFC, seven chip PN (Barker), and single frequency 
signals having identical time lengths.  Only half of the 
autocorrelation is shown due to symmetry. 

B. Chip frequency response  
 The desired chip frequency response is a sin(x)/x 
function, as shown in Figure 1.  Figure 10 shows the 
frequency responses of COM simulated chip reflectors 
having a 1% reflectivity per electrode as a function of the 
number of electrodes.  The number of reflectors (Ng) 
principally determines the null bandwidth while the product 
of the reflectivity (r) and electrode number determines the 
frequency selective response.  As the product of Ng*r 
increases, the center frequency reflectivity increases, a 
desirable effect, but the frequency response begins to 
deviate from the desired sin(x)/x response, an undesirable 
effect.  Figure 11 is the well known plot of reflectivity 
versus the product Ng*r.  The figures shows that Ng*r>2 
adds little additional reflectivity, but the frequency function 
distortion is severe.  The implemented device OFC bit 
bandwidth is limited by bulk mode radiation caused by the 
mode matching of parts of the grating with in-band signals, 
which can be significant for quarter-wavelength electrodes.  
The practical limit is approximately 25% on lithium niobate. 

C. Adjacent chip frequency reflectivity effects 
 Although OFC yields reduced reflections between 
reflectors compared to single frequency PN due to chip 
orthogonality, it is non-zero. Non-synchronous orthogonal 
frequencies are partially reflected from adjacent interrogator 
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Figure10. COM simulation of  grating frequency 
reflective responses for 1% reflectivity per strip, and 4 
different grating lengths.  Magnitude in dB versus 
normalized frequency, (f/fo). 

Figure 11. Plot of magnitude of reflectivity (S11), in dB, 
versus the product of the number of strips and 
reflectivity per strip (Ng.r).   



chip frequencies and the closer the adjacent frequency the 
larger the partial reflection.  In order to understand the 
magnitude of this effect, simple COM simulations were 
conducted on a 2 chip reflector bank.  Figure 12 shows a 
schematic of the device simulated.  It consisted of 2 chips 
and an RF interrogator pulse having duration of the chip 
length.  The first chip has a synchronous frequency not 
equal to the RF burst frequency and the second chip has a 
synchronous frequency of the RF burst.  COM simulations 
were conducted for the 3 closest adjacent chip frequencies 
of the RF burst frequency, as shown in Figure 12.  The 
simulations provide transmission versus Ng*r as a function 
of the asynchronous frequency offset.  This will predict the 
transmission coefficient of asynchronous chips to an 
interrogation signal, with the desired transmission 
coefficient to be close to unity.  Note that the reflected 
energy from the second reflector is proportional to the 
reflectivity of the second reflector less the transmission loss 
associated with propagating through the first reflector twice.  
Also realize that the term “transmission loss” as it is used 
here does not imply that the incident SAW energy is truly 
lost.  In an OFC device, the portion of the incident wave that 
is reflected by non-synchronous reflectors is returned to the 
input transducer.  Since this reflected energy does not 
correlate in the matched filter, it is considered to be a loss 
term.  As expected, the closest adjacent frequency to the RF 
burst has the most significant transmission loss.  For Ng*r < 
2, over 90% of the energy is transmitted through for all 
asynchronous chips.   

D. Chip reflector time response 
 The effect of the time response on the Ng*r 
product was also studied.  Figure 13 shows COM 

simulations of the normalized linear magnitude time chip 
response versus time for 1% reflectivity per electrode.  For 
Ng*r<0.5, the impulse responses show little stored energy 
beyond the desired chip length.  For Ng*r=1.0, stored energy 
beyond the chip length is evident, but may be acceptable, 
and for Ng*r=2.0, the stored energy is very significant which 
would cause significant ISI and PG loss.  This observation 
suggests that Ng*r<1 would be a criteria limit for chip 
design.  From Fig. 11, this would indicate a chip reflector 
loss of approximately 2.5 dB. 
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 Figure 12. Frequency transmission versus Ng*r as a 
function of chip frequency offset.  Schematic of the 
COM simulated device is shown that consisted of 2 
chips and an RF interrogator pulse having duration of 
the chip length.  The first chip has a synchronous 
frequency not equal to the RF burst frequency and the 
second chip has a synchronous frequency of the RF 
burst. 
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Figure 13. COM simulation of a SAW chip linear 
magnitude time response versus relative time,normalized 
to Ng*r, for 1% reflectivity and 4 different chip lengths. 

VI. EXPERIMENTAL DEVICE RESULTS 
 As a first example, a 250 MHz, dual sided OFC 
reflector device was designed having 7 chips, a %BW=28 
on YZ LiNbO3.  Al shorted-electrode reflectivity was ~3.4% 
and the number of electrodes was 24 @f0, yielding 
Ng*r~0.72.  Time domain RF probe measurements and 
COM simulation of the double sided OFC device time 
responses are shown in Figure 14; results include the input 
transducer effects.  The agreement is very good and the 
chips are well defined, as expected.  The predicted chip 
reflector loss is ~4dB and is predicted well by the COM 
theory.  
 As a second example, 250 MHz, dual sided OFC 
reflector device was designed having 8 chips, a %BW=11.5 
on YZ LiNbO3.  Al shorted-electrode reflectivity was ~3.4% 
and the number of electrodes was 70 @f0, yielding 
Ng*r~2.38.  The larger number of electrodes allows a 
narrower fractional chip and bit bandwidth and lower 
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Figure 14. OFC 7 chip, dual sided device time 
response versus magnitude in dB.  The COM 
simulation and measured data are superimposed and 
show good correlation.  The chips are clearly 
distibuishable with little ISI, as expected. 



reflector loss.  Time domain RF probe measurements and 
COM simulation of the double sided OFC device time 
responses are shown in Figure 15; results include transducer 
effects.  The COM and measured agreement is quite good.  
Note that the chips are less well defined, as compared to the 
first example, and there are intersymbol effects due to the 
longer chip impulse responses, as predicted.  The measured 
chip reflector loss is lower than the previous example, as 
predicted, and is close to 0dB, and is predicted well by the 
COM theory.  

VII. OFC SYSTEM DISCUSSION 

A. Transceiver Block Diagram 
 For this discussion, the transceiver approach will 
use the device as a code for a correlator.  For tagging, the 
device could be single sided, or for a use as a sensor, the 
device could have reflector banks on either side of a 
transducer and be used in the differential mode.  The dual 
sided device type is shown Figure 16.  A schematic of the 
system block diagram is shown in Figure 17 which depicts a 
chirp interrogation signal, the chirp matched filter at the 
receiver, the correlator and the compressed pulse which is 
used for further signal processing.  A computer simulation 
was used to predict the system performance.  Figure 18 
shows the theoretically predicted compressed pulses, 
assuming two delayed signals, the simulated compressed 
pulses based on the COM model with the ideal code, and the 
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Figure 15.  An example of an 8 chip, 250 MHz OFC 
SAW double sided reflector response. 

 
Figure 17.  OFC SAW system block diagram showing up-
chirp interrogation, the returned noise-like signal, the 
matched filter at the receiver, and the compressed pulse 
output of the correlator. 
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Figure 18.  The OFC SAW sensor compressed pulses 
at room temperature.  Upper trace is the ideal OFC 
autocorrelation; middle trace is the autocorrelation 
produced using the COM model; lower trace is 
autocorrelation using experimental data on YZ lithium 
niobate device. 

 

 
Figure 16.  Schematic drawing of OFC SAW sensor 
using identical reflector banks on either side of input 

d



correlation of an actual measured OFC coded device with 
the ideal code.  The agreement is very good and there is a 
slight difference in the sidelobes adjacent to the main 
correlation peak.  In a sensor application, the differential 
pulse delay is one method used to determine the temperature 
of the device. 

B. Temperature Effects on Correlated Response 
 Lithium Niobate has been used as the OFC device 
substrate because of its high coupling coefficient, and it has 
a large TCD which provides good temperature sensitivity.  
However, the large TCD also degrades the compressed 
correlator response if no compensation is used.  For this 
reason, an adaptive filter approach was used to maximize 
the compressed correlator response.  Knowing the material 
TCD, it is possible to predict the changes in frequency of 
the matched filter code versus temperature.  An algorithm 
modifies and scans the receiver matched filter coded until 
the peak correlation is maximized.   This adaptive matched 
filter approach ensures that the correlation peak is very near 
its maximum value at any temperature.  Figure 19 shows the 
effects on the correlated response with and without the 
adaptive matched filter.  Figure 20 shows the simulator 
output correlation of a 7 chip OFC temperature sensor 
versus temperature and delay time using the adaptive filter; 
demonstrating the peak correlation uniformity versus 
temperature.  Using this approach, the device was ramped 
over temperature and the simulator extracted the device’s 
temperature versus the thermocouple measurements, as 

shown in Figure 21.   

Figure 20.  Cosine weighted OFC SAW sensor 
compressed pulses.  Temperature varied between 
15°C and 100°C.  Adaptive matched filter yields 
uniform pulse amplitude as temperature varies. 

C. OFC Device and System Discussion 
 The previous example given uses the SAW OFC 
sensor in a differential delay mode.  However, there are 
other possible ways of using the returned sensor 
information.  As an example, the adaptive filter itself is 
using an algorithm that is predicting the device temperature 
in order to modify the matched filter at the receiver based on 
optimization of the correlation peak.  This would allow a 
single sided OFC reflector bank to be used which would 
reduce device size. 
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Figure19.  Degradation of compressed pulse response 
over temperature using static matched filter (upper), 
and improved compressed pulse response using 
adaptive matched filter (lower).

 The current research efforts are developing devices 
and systems for operation in a multi-sensor environment, as 
well as sensors for operation in unusual or harsh 
environments.  The transceiver system that is currently 
being developed at UCF is based on a software radio 
concept, and several variations are possible from the 
discussion to follow.  The transmitter will use a chirped 
signal to interrogate the SAW OFC wireless sensor system.  
The devices will respond with their individual coded 
waveforms which will have embedded the device sensor 
information.  The receiver will have an RF front-end which 
will match the chirp interrogation signal and will mix the 
signal to a near-zero IF.  The signal will then be sampled 
using an A/D having the required bandwidth.  It is currently 
possible to purchase commercial A/D chips or systems that 
have sampling rates of several GHz which allows 
bandwidths of several hundred MHz.  It is anticipated that 
the signal will be buried in the noise with a single 
interrogation.  The interrogator will be used to excite the 
devices multiple times and the data summed from all 
received signals until a suitable signal-to-noise ratio (SNR) 
is established.  At this point, all the sampled data will be 
demodulated and analyzed using software and DSP 



techniques.  Since the signal is now represented as a data 
file and is purely digital, the processing can be easily 
reconfigured to adapt to changing sensor or system 
conditions and requirements.  This approach eliminates a 
great deal of electronic hardware in favor of digital 
processors.  This approach should allow fairly easy 
reconfiguration of the transceiver system as center 
frequency and bandwidths of the system change.  Current 
efforts have shown a demonstration of the feasibility of the 
approach and work continues on developing a complete 
system. 
 As a final example, results of initial work on the 
use of  SAW OFC sensors at cryogenic temperatures has 
been conducted.  Unlike semiconductor devices, 
piezoelectric devices appear to work at extreme 
temperatures, both hot and cold.   Tests have been 
conducted near liquid nitrogen temperatures for use of the 
devices as temperature sensors for NASA ground and space 
applications.  Results of the tests are shown in Figure 20, 
which demonstrates the robust performance of SAW devices 
working under extreme temperature conditions.  

 

0 5 10 15 20 25 30 35 40
0

20

40

60

80

100

120

140

160

180

Normalized Time

Te
m

pe
ra

tu
re

 (°
C

)

Thermocouple
LiNbO3 SAW Sensor

 
Figure 21.  Seven chip OFC SAW temperature sensor 
tested between 10°C and 180°C and compared to 
thermocouple measurements. 

VIII. DISCUSSION AND CONCLUSION 
 This paper has provided an introduction to the 
theory of OFC SAW wireless and passive devices for use in 
tagging and sensors.  A brief discussion of single frequency 
SAW reflective tag devices was presented as background.  
The basic theory of OFC design and analysis was presented 
for application to SAW device implementation.  The use of 
OFC reflectors for OFC implementation and some of the 
design considerations and experiments were provided.  OFC 
SAW device experimental data shows the operation and the 
ability to design and synthesize and  COM predictions and 
have shown good agreement compared to measurements.  
Several temperature sensor results were shown from near 
liquid nitrogen temperatures to 200 oC.  System 
considerations were presented for obtaining and 
demodulating the OFC SAW sensor data. 
 The current research has used a center frequency of 
250 MHz, which was chosen for convenience based on the 
fabrication capabilities currently used and for ease in test 
and measurement.  Ultimately, it would be desirable to 
operate devices in the 1-3 GHz range.  The higher frequency 
would produce smaller devices and would smaller, better 
efficient antennas. 
 At the present time, our work has not addressed the 
antenna issue.  This is clearly important since the sensor 
footprint is a function of both the SAW and antenna.  
Further research is needed here to produce very small, 
possible integrated antenna design, for SAW wireless 
tagging and sensor applications. 
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Abstract—This paper gives an overview of current activities on
developing wireless sensors, wafer level packaging technologies for
piezoelectric substrates, and tunable SAW devices. Advanced
results of a developed TDMA based wireless temperature sensor
system featuring parallel sensor interrogation and in-situ accuracy
evaluation are shown. Based on combining the experiences with
wireless sensors and bulk etching of LiNbO3 a monolithic design of
a miniature wireless pressure sensor is proposed. Advances in
using imprinted epoxy-based dry film resist for wafer level
packaging of SAW devices are described. Finally, the design and
recent results of a microelectromechanical switch to control the
phase velocity of a SAW is presented. This technology is expected
to achieve tuning ranges of 1~10 %.

Keywords-Wireless SAW sensor, LiNbO3 micromachining, wafer
level packaging, SU-8 dry film resist, tunable SAW devices, SAW
switches, Acoustic RF MEMS

I. INTRODUCTION

Microelectromechanical systems (MEMS) have found their
way into a wide range of fields, including sensor, optic, RF,
fluidic, power and biomedical applications. This paper
discusses current developments on combining MEMS
technology with acoustic devices, and focuses in particular on
wireless sensing applications, wafer level packaging, and
tunable SAW devices. Wireless sensor technology possesses a
large potential concerning measurement flexibility, monitoring
of moving objects, and measurement in hazardous
environments. Passive SAW sensors have been proposed for
this purpose, and are developing with numerous publications
from as far back as 1987 [1]. We have applied this technology
to the simultaneous interrogation of temperature sensors using a
TDMA (time division multiple access) scheme, and have
developed a design method for multi-reflector sensors [2, 3].
This work also discussed the importance of sensor mounting.
The technology of the passive SAW delay line sensors is being
extended to monolithic pressure sensors. To overcome the
problems of size and packaging in current sensors [4, 5], a
monolithic design based on the thermal inversion, deep bulk wet
etching and direct bonding of lithium niobate substrates is
proposed.

In order to minimize RF parasitics encountered with
standard ceramic SMD packages and to reduce the overall size
of packaged SAW devices, a new packaging technology using
photosensitive epoxy has been developed. This approach
enables wafer-level packaging and requires only a minimum
addition of process steps. This miniature epoxy package can
withstand temperatures up to 300 °C, and slightly deforms to
match the thermal expansion of devices, which is generally
anisotropic for piezoelectric substrates.

The final section covers the development of a SAW tuning
technology, which is promising for a vast number of
applications, ranging from miniature SAW-based phase shifters,
sensors, tunable resonators and filters. This technology uses
electrostatically actuated MEMS bridges to modulate the SAW
velocity under the bridge. The utilized micromachining
processes and materials are compatible with standard SAW
fabrication.

WIRELESS TEMPERATURE SENSOR

II. FUNDAMENTALS OF SAW DELAY LINE SENSOR AND 
WIRELESS SYSTEM

In previous studies [1, 6], the principle of the SAW delay
line sensors for a wireless temperature measurement has been
demonstrated. The principle is based on the temperature
dependence of the propagation velocity of the SAW and the
thermal expansion of the substrate. The typical layout of the
SAW delay line sensor and its simulated time response are
shown in Fig. 1. A radio wave emitted from a transceiver is
received by the sensor’s antenna, and SAWs are generated by an
interdigital transducer (IDT) connected to the antenna. The
surface wave propagates along the piezoelectric substrate,
reflects at reflectors, and then returns to the IDT. The returned
SAW is reconverted to a radio wave, which is transmitted back
to the transceiver. The temperature is then evaluated by
determining the time delay and phase difference between the
sensor’s time responses. 

Figure 1. Typical structure of a one port SAW delay line sensor.
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The temperature monitoring system which we have
developed features simultaneous wireless interrogation of 4
sensors using a TDMA scheme [2, 3]. This system is compliant
with the frequency regulations for short range devices operated
in the ISM band at 2.45 GHz. In this study black
128°YX LiNbO3 was used as the piezoelectric substrate
material, as it features large piezoelectric coupling, which is
important for low-loss and wide-band SAW transducers,
negligible excitation of bulk waves, and a moderate temperature
dependence of the SAW velocity. The chemical reduction of
LiNbO3 is effective to reduce pyroelectric effects, causing
charge-up problems during fabrication and operation.

One of the most important specifications to be designed is
temperature sensing accuracy. The estimation of the achievable
sensing accuracy needs not only accurate SAW simulation but
also the quantitative knowledge of sensing accuracy. The
difficulty is, that the sensor accuracy depends on a number of
dynamic parameters, e.g. the read-out range, the
antenna-to-sensor alignment, and possible noise sources. This
problem was solved by experimentally evaluating the
dependence of the time and phase measurement accuracy on the
SNR (signal-to-noise ratio) of the sensor time responses [2].
The relationship between effective SNR and the accuracies
obtained using a commercially available SAW reader unit are
shown in Fig. 2.

The performance of the sensor system is derived from
relating the achievable time delay or phase accuracy to a
corresponding temperature accuracy. Finally, the temperature
sensing accuracy is directly related to the SNR of the sensor
time responses, and the designer of the wireless sensor system
can modify read-out power, antenna gain, cable loss, averaging
etc. by considering only the SNR to achieve a required
performance. The SNR using the modified radar equation [7, 8]
is given as

, (1)

where
SNR = Signal to noise ratio

Pt = Transmitting power [W]
Gt = Transmitting antenna gain
Gr = Receiving antenna gain
λ0 = Free space wavelength [m]
ti = Integration time [s]
n = Averaging factor
R = Read-out distance [m]
k =  (Boltzmann constant)
T = Temperature [K]
F = Receiver noise factor

IL = SAW sensor insertion loss
Lsys = System loss (cables etc.).

The effective isotropic radiated power (EIRP), given as
EIRP = PtGt, is restricted by frequency regulations.

III. TEMPERATURE SENSITIVITY

The temperature coefficient of delay (TCD), which is the
rate of change in time delay of a SAW caused by a temperature
variation, is defined as

(2)

The first term in (2), α, corresponds to the thermal expansion
coefficient of the substrate along the SAW propagation
direction, which is found as 15.4 ppm/K [9]. The latter term
corresponds to the change in the SAW velocity, which is
computed as –55.8 ppm/K based on a temperature-dependent
implementation of the method given by [10] using material data
from [9, 11]. The resulting TCD for 128°YX LiNbO3 is
71.2 ppm/K.

A. Time Delay Dependence

The temperature dependent formulation of a time delay τ is
represented by

(3)

where τ0 refers to the initial time delay, and ∆T to the
temperature variation. 
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Figure 2. Experimentally derived relationships of the achievable time
delay (A) and phase accuracy (B) versus the effective SNR [2].
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The sensitivity for a given time delay is thus

(4)

suggesting that the temperature sensitivity for a typical time
delay of τ0 = 1 µs is approximately 0.07 ns/K. Increasing the
sensitivity requires either a material with larger TCD or a larger
time delay. For 128°YX LiNbO3, 1 µs of time delay
corresponds to a chip length of ~2 mm. Larger time delays are
obtained using a longer chip, however the propagation loss at
2.45 GHz increases at 5~6 dB/µs.

B. Phase Dependence

Higher sensitivity is achieved by evaluating the phase of the
complex time response for a given reflector delay. The phase is
related to the time delay as ϕ = 2πfτ, where the frequency f
corresponds to the center frequency of 2446 MHz. From (4) the
temperature sensitivity of the phase is represented as

(5)

The temperature sensitivity for a typical time delay of τ0 = 1 µs
is 63°/K, suggesting that high sensitivity is achieved even by a
low-accuracy phase measurement. However, one phase value
corresponds to many temperatures at an interval of
5.7 K (= 360°/63°/K), and a unique temperature cannot be
determined just by evaluating the phase. Hereafter, this is
referred to as “phase ambiguity“.

IV. MULTI-STEP EVALUATION SCHEMES

We have proposed a multi-step evaluation scheme using a
combination of time delay and phase to achieve both high
sensing accuracy and a wide range in temperature
measurement [2, 3]. Only differences of time delay and phase
are used, as the time delay and phase depends on the distance
between the sensor and interrogation unit.

A. Combined Time Delay and Phase Evaluation

The multi-step evaluation scheme is illustrated in Fig. 3.
First, the largest and thus most sensitive relative time delay (e.g.
τ31 = τ3 – τ1 in Fig. 1) is chosen for the first rough temperature
estimation (A). The temperature accuracy for this first
evaluation is low judging from the achievable resolution of time
delay measurement and the sensitivity determined by (4).
Therefore, the following resolution refinement is performed
using a relative phase (B). However, the temperature range
corresponding to a phase change of 2π (= 360°/Sϕ) must be
smaller than the uncertainty of temperature determined using
the time delay to avoid the phase ambiguity problem.
Otherwise, one phase might correspond to two or more
temperatures in the uncertainty of the first temperature
evaluation. Therefore, a sufficiently small time delay is required
for this second temperature evaluation (see (3, 5)). The required
time delay is thus created as a delay difference using three
reflectors, as

(6)

Evaluating the phase ϕ3221 of this delay results in an increased
accuracy of the sought-after temperature. Further resolution
refinement is performed using a more sensitive phase, which
corresponds to a longer time delay (C). Again, the temperature
range corresponding to a phase of 2π must be smaller than the
uncertainty of the temperature determined using ϕ3221. In our
design, the most sensitive phase ϕ31, can be used for this second
resolution refinement. Developing the inequalities which must
be satisfied for this evaluation scheme yields

, (7)

where f corresponds to the center frequency, σX to the variance
of a measured value X, and the SNR1, 2, 3 to the SNRs of the
three time responses. Only if (7) evaluates to be true, phase
ambiguities are prevented, and thus the multi-step scheme will
work. It is interesting to note that this equation is independent
from the material’s TCD, the operating temperature range, and
the choice of the maximum time delay τ31, and thus the
resulting accuracy via ϕ31. Inserting the time delay and phase
accuracies shown in Fig. 2 together with the definition of the
effective SNR illustrated in Fig. 4 and the center frequency of
2446 MHz into (7) reveals that a SNR of 18 dB is necessary for
the 3 reflector responses.

In case of the design shown in Fig. 1, the reflector strength
of reflector 2 and 3 are designed to be identical. The reflection
strength of reflector 1 will be largest, as a shorter delay time
suffers smaller propagation loss. Reflectors 2 and 3 share the
same acoustic track and due to the increased delay time, their
reflection is generally 6~12 dB lower than the reflection of
reflector 1. As the noise floor is assumed the be constant in the
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τ3221 τ32 τ21– τ3 τ2–( ) τ2 τ1–( ).–= =
Figure 3. Principle of the three-step combined delay and phase evaluation
scheme for temperature measurement.
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time domain, SNR1 is 6~12 dB larger than SNR2, 3. Concerning
the limitation of (7), this design requires SNR1 to be at least
25 dB for an assumed difference of 8 dB between SNR1 and
SNR2, 3, for this scheme to work.

Although the accuracy does increase with increasing τ31, so
does the insertion loss of the reflector responses. For
128°YX LiNbO3, having a TCD of 71.2 ppm/K, the SAW
propagation loss is assumed to be 6 dB/µs. In this case, τ31
should be designed to be 1~2 µs to maximize the achievable
temperature accuracy. This leads to the fundamental limitation
of achievable accuracies for any kind of SAW delay line sensor.

B. All-Phase Evaluation

An alternative multi-step evaluation scheme using only
phase relations is shown in Fig. 5 for comparison. First, a very
small time delay τ3221 is chosen so that the phase ϕ3221 yields
exactly a 2π phase change over the sensor’s operating
temperature range, e.g. –20 ~ +180 °C (A). Based on the phase
evaluation of ϕ3221, the first rough value of temperature is
determined. Next, the phase difference ϕ21 is used for an
increased accuracy (w. l. o. g. τ21 < τ32) (B). Again, as seen
above, the 2π phase ambiguity condition for ϕ21 is prevented by
designing the temperature accuracy resulting from ϕ3221 to be
sufficiently high. This choice is based on the minimum SNR
required for this sensor design to operate properly, fixed in the
specifications. The highest accuracy is finally achieved by
evaluating the phase ϕ31 (C). Again the phase ambiguity
condition must be prevented.

From the three restrictions originating from ϕ3221, and the
two transitions to ϕ21and ϕ31, in order for this scheme to work
inequality (8) must be satisfied.

(8)

Compared to the restriction of the mixed time delay and phase
evaluation scheme given by (7), the all-phase evaluation
scheme only requires a SNR of 3 dB for the case of identical
SNRs, whereas 18 dB had been necessary for the mixed
scheme. The all-phase scheme generally allows for lower SNR
levels.

The minimum SNR level for the all-phase evaluation
scheme to work is determined by the choice of the delay time
τ21. A smaller delay time, which is thus less sensitive, allows for
operation at lower SNRs. However, as τ3221 had been
determined on the basis of ϕ3221 fulfilling a phase change of 2π
over the operating temperature range, and now choosing τ21,
means that via τ31 = τ3221 + 2τ2, the time delay τ31 is already
fixed. Although a smaller time delay τ21 enables operation at
lower SNRs, τ31 also decreases, and thus leads to a lower
accuracy achievable, as seen from (5).

The upper bound of the temperature accuracy for a three
reflector design is found as

(9)

where ∆Tspec corresponds to the temperature operating range of
e. g. 200 K. It is again interesting to note that both relations (8)
and (9) are independent from the material’s TCD. However, for
both approaches using the mixed and all-phase evaluation
scheme, the final sensor accuracy is determined by τ31 and its
phase, as 

(10)

Nevertheless, the maximum accuracy resulting from (10) for the
all-phase evaluation scheme may not interfere with the upper
bound given by (9).
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Figure 5. Principle of the three-step phase evaluation scheme for temperature
measurement.

(A)

(B)

(C)

6σ Tmin( )  >

∆Tspec

6σϕ31
SNR31( ) 6σϕ3221

SNR3221( ) 6σϕ21
SNR21( )⋅ ⋅

2π( )3
----------------------------------------------------------------------------------------------------------------------,

6σ Tmin( )
σϕ31

SNR31( )

2πfτ31TCD
------------------------------.=



C. Comparison of Multi-step Schemes

The all-phase evaluation scheme allows for evaluation at
lower SNR levels, and requires only the knowledge of
achievable phase measurement accuracy, and is easier to design
as there are less degrees of freedom. However, for the design of
a system featuring parallel sensor interrogation, more design
freedom is sometimes necessary in order to prevent the overlap
of time responses when using the TDMA scheme. The choice of
the multi-step scheme should be made based on the system
specifications of the temperature operating range, minimum
SNR and temperature accuracy using the above equations. The
design of tags for very large temperature operating ranges
(> 260 K) will require a very insensitive phase ϕ3221, achieved
by choosing a very small delay time τ3221, in the range of
10~20 ns. This requires exact knowledge concerning the
propagation velocity including dispersion and strict process
control in fabrication in order to prevent discrepancies in the
range of up to 30 %.

However, the all-phase evaluation scheme features one
particular advantage compared to the mixed time delay and
phase evaluation scheme. This originates from the difficulty to
determine the position of the time response peaks accurately.
The delay times are determined by fitting the S11 peaks of the
time responses and extracting their maximum position (τ1, 2, 3).
Due to the finite width of the peaks in the time domain,
originating from the used bandwidth of 75 MHz and the applied
window function during FFT, any ripple from e.g. sidelobes of
adjacent peaks of parallel sensors or non-white noise will lead
to significant errors concerning the time delay evaluation. On
the other hand, the phase is rather constant around the reflector
positions, and ripple or noise has a negligible influence on
altering the phase. Although the phase is to be extracted at
exactly the peak positions (τ1, 2, 3), a slight deviation from this
position still leads to a good estimation of the actual phase
values (ϕ1, 2, 3). This agrees with the experience that the
all-phase evaluation design is more robust in operation.

V. EXPERIMENTAL EVALUATION OF ALL-PHASE DESIGN

This section discusses the design and experimental results of
fabricated sensors using an all-phase evaluation scheme. Sensor

systems using a mixed time delay and phase evaluation scheme
have been demonstrated in the past [2, 3]. The achievable
accuracy for the sensor using the all-phase evaluation design is
shown in Fig. 6. The sensor is designed to operate in a
temperature range of 200 K, with the time delays τ3221, τ21 and
τ31, determined as 29 ns, 380.5 ns and 790 ns, respectively. As
seen in Fig. 6 in order to prevent the phase ambiguity of ϕ21, a
SNR of 26 dB is required for the first reflector, whereas the
SNR of reflector 2 and 3 are designed to be identical, being
7.5 dB smaller than SNR1. Above the critical SNR level of
26 dB, the all-phase evaluation scheme works and switching the
evaluation from ϕ3221 to ϕ21 leads to an accuracy improvement
of factor 26. The phase ambiguity for changing from ϕ21 to ϕ31
is not critical as seen in Fig. 6, and leads to an accuracy increase
of factor 2. In order to achieve an accuracy of 0.1 K, a SNR for
reflector 1 of 35 dB is required for this design. In this case the
minimum SNR level was traded against maximum achievable
accuracy.

A. Fabrication and Packaging

The fabrication of the all-phase sensors is identical to the
process described in [2]. This article had also discussed the
importance of the sensor mounting during packaging, as it
greatly influences the experimentally found TCD. We had
shown that in particular for very small time delays, as used in
our design for e.g. τ3221/ϕ3221, any difference in TCD will be
amplified by the ratio of τ1/τ3221, which is about 40~50 for the
all-phase evaluation scheme presented here. This means that a
difference as small as 5 ppm in the TCD for the delay of τ1
compared to τ2 and τ3 leads to a change in the experienced TCD
of 250 ppm/K. It was also shown that this change can lead to
negative TCDs [3]. In order to prevent this effect the sensor
chips are mounted outside of the acoustic track.

B. Temperature Evaluation

The temperature characteristics of the sensors were
evaluated using a Pt100 sensor as reference, identical to the
procedure reported in [3]. The results are shown in Fig. 8.
Unfortunately, the results suffer from a rather low SNR during
measurement, partly originating from the strong RF absorption
of the oven glass, in which the sensors were set, as well as the
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Figure 6. Temperature accuracy for the fabricated TDMA based sensors
using an all-phase evaluation scheme.

Figure 7. Developed 2.45 GHz wireless temperature transponders, consisting
of packaged SAW delay line sensors mounted on a microstrip antenna.



PCB based microstrip antennas not being suited for these high
temperatures. Nevertheless, the data agree well with a linear
best fit. Also, the corresponding TCDs for ϕ3221, ϕ21, ϕ32 and
ϕ31 are 77.4 ppm/K, 75.9 ppm/K, 76.0 ppm/K, and
76.0 ppm/K, respectively, which are close to the theoretical
value computed as 71.2 ppm/K.

VI. CONCLUSION

Based on the close agreement of our result and the
theoretical expressions given above, we conclude that the
sensors including packaging effects are well understood. This
enables the precise estimation of the sensor performance based
on the presented relationships of measurement accuracy in
combination with modelling the relative insertion loss of the
sensor by SAW simulation [12, 13]. The measured RF
characteristics have been shown to agree well with simulation
in the past [2, 13]. Nevertheless, the comparison of the
measured and predicted SNR levels using the modified radar
equation given in (1) shows poor agreement; the theory predicts
larger read-out ranges by a factor of 2~5. In particular a poor
radiation efficiency of the used tag antennas, as shown in Fig. 7,
are thought to account for this discrepancy. Currently the
read-out distances are in the range of 130-140 cm,
corresponding to accuracies of 0.19-0.1 K (6σ) [2].

MONOLITHIC LINBO3 BASED PRESSURE SENSOR

VII. BACKGROUND

Currently we are trying to combine LiNbO3
micromachining technologies with the knowledge gained from
the wireless temperature sensors to develop wireless passive
pressure sensors for automotive applications. Reported wireless
pressure sensors suffers from large size and non-hermetic
sealing methods [4, 5]. These designs use standard substrates
with thicknesses of 500 µm and 350 µm without the
micromachining of the substrates themselves (bulk
micromachining). This leads to membrane sizes of 20 mm and
8 mm in diameter, respectively, in order to achieve reasonable
sensitivities for hydrostatic pressure measurement. So far epoxy
adhesive has been used as sealant. However, such
polymer-based non-hermetic sealing is not suitable for pressure
sensing applications. Additionally, thermal expansion
mismatches of substrates should be avoided, as accounts for [5].

The hermetic seal and thermal expansion problem are
addressed in our work by choosing a monolithic sensor design.
LiNbO3 micromachining is employed to fabricate thin
membranes in order to increase the sensitivity, and thus realize
smaller designs. The structure of the sensor is illustrated in
Fig. 9. Changes in pressure are evaluated by a change in the
time delay τ41, or rather the phase ϕ41. In order to compensate
for temperature effects, a temperature sensor, which is identical
to the one described above is included, using the reflectors
τ1, 2, 3. 

VIII. LINBO3 MICROMACHINING

The micromachining of LiNbO3 by dry etching is limited to
shallow depths due to the slow etching rates of
7~50 nm/min [14, 15]. Laser ablation features high speed, but
suffers from debris deposition and inherent low throughput
originated from a serial process [16, 17]. The debris deposition
will generally make a subsequent polishing step necessary. Wet
etching of LiNbO3 in hot HF and HNO3 solutions can achieve
etch rates in the range of 10~55 µm/h [18]. This etching is
found to be anisotropic and exhibits a strong dependence on the

Figure 8. Measured temperature characteristics of the all-phase design using
the three phase differences ϕ3221, ϕ21 and ϕ31 to determine the temperature.

Figure 9. Design of the monolithic SAW delay line sensor for pressure
measurement based on using LiNbO3 bulk etching and wafer bonding.



z-axis orientation. Etch rates on the positive z-face are found to
be negligible in comparison to that on the negative z-face. The
large difference in etch rates for the +z and –z-faces in
combination with selective re-poling of domains has been used
for the fabrication of waveguides on Z-cut LiNbO3 [18].

Most etchants proposed in literature for LiNbO3 are based
on mixtures of hydrofluoric (HF) and nitric acid (HNO3) at
temperatures close to the boiling point of 110 °C [18, 19]. Our
experiments showed that a 49% HF solution at 80 °C turned out
to yield higher etch rates and lower under-cutting of the metal
mask. Typical etch rates depending on the orientation of the
substrate are in the range of 20~50 µm/h [20]. The patterning
requires a masking layer, which is able to withstand
hydrofluoric acid at elevated temperatures. A gold layer of 2 µm
thickness on top of a 30 nm thick chrome adhesion layer have
shown to give satisfactory results. High quality films deposited
by RF magnetron sputtering at 170 °C combined with careful
handling and cleaning procedures are the key to reduce pinholes
in the masking layer.

A. Bulk Wet Etching on 128°YX LiNbO3

We demonstrate that this differential etching technology is
extendable to the deep etching of 128°YX LiNbO3 substrates,
which is of great technical interest due to its superior acoustic
properties. For 128°Y-rotated substrates, the crystal z-axis is
inclined by 38° from the substrate surface normal, as is
understood from the Euler angles of (0, 37.86, 0). The substrate
surface corresponding to an inclined positive z-face shows slow
etch rates of ~0.4 µm/h, which agrees well with experiences
with Z-cut substrates. Instead, the backside of the 128°Y-rotated
substrate shows etching rates of ~21 µm/h for 49% HF solution
at 80 °C. Double-side polished substrates are used due to a later
direct bonding step, and as the roughness of standard SAW
substrates makes it difficult to achieve satisfactory masking
during etching.

The results for a ~20 µm deep square opening are shown in
Fig. 10. The slope of the sidewalls along the positive and
negative x-axis are found to be identical. The profile

perpendicular to the x-axis is not symmetric. On one side two
crystal planes appear, with the first section almost vertical, and
the latter similar to the x-direction. The height of this first
almost vertical section denoted by h, depends strongly on the
etch depth and increases from ~4 µm for a depth of 20 µm to
~150 µm for a ~500 µm deep etch. The opposite side shows a
slightly overhanging sidewall. The bottom of the etched area is
parallel to the substrate surface and shows microstructures
leading to a roughness of Rmax of 1~4 µm, which becomes
larger for longer etching times.

B. Thermal Inversion based Etch-stop

Although the membrane required for the proposed sensor
structure can be obtained by wet etching alone, it is difficult to
achieve a required accuracy of the membrane thickness based
on time control. In silicon micromachining, the p++ etch-stop
technique, which uses a heavily-boron-doped layer as an
etch-stop, is widely used to make thin diaphragms, bridges,
cantilevers etc. We make use of a similar technique to define the
membrane thickness in LiNbO3 substrates. A method referred
to as thermal inversion discovered by Nakamura et al. [19]
enables a domain inversion through a part of the thickness of the
substrate. Although originally found with Z-cut substrates, it
was shown to work as well on substrates with inclined
spontaneous polarization as 36°, 163°, and 128° rotated Y-cut
substrates. The mechanism of the thermal inversion has been
explained based on the out-diffusion of Li2O at elevated
temperatures [19] and its defect gradient causing built-in
electrical fields, which exceed the coercive field of LiNbO3 of
e.g. 5 V/cm at 1100 °C [21]. As rapid cooling was found to lead
to thicker inversion layers, it has been suggested that
pyroelectrically induced fields also contribute to the
inversion [19]. 

The thermal inversion enables the formation of a
head-to-head domain structure, and the thickness of the
inversion layer can be controlled by the inversion temperature
and time [19]. At a proper temperature and flowing argon gas
containing water vapor, the growing speed of the inverted

Figure 10. Wet etching results for square mask openings on –128°Y-cut
LiNbO3 with an etch depth of ~20 µm, and corresponding cross-sections.

Figure 11. Cross-section of thermal inversion layer on 128°Y-cut
LiNbO3 (A), and fabricated diaphragm of ~20 µm thickness using the
inversion layer as an etch stop (B).

(A) (B)



domain becomes slow enough (~2 µm/h at 1100 °C) to control
its thickness precisely. As can be seen from Fig. 12 (E), this
inverted domain is used for an etch-stop as the inclined positive
z-face of the inversion layer is exposed. The use of thicker
substrates relieves handling issues during fabrication and
packaging, especially in case of using large wafers. However,
the surface roughness is found to increase with increasing etch
depth. The second advantage of using the inversion layer as an
etch stop is that a smoother surface can be obtained at a
relatively uniform inversion boundary compared to
time-controlled etching. Furthermore, selective thermal
inversion is possible by masking the substrate with metals such
as platinum, and not only diaphragms but also bridges and
cantilevers can be made in a similar process.

Fig. 11 (A) shows the cross-section of a ~20 µm thick
inversion layer on a 128° rotated Y-cut. In order to expose the
different domain orientations the sample was briefly etched in
hydrofluoric acid. The SAW device is later fabricated on the
inversion layer, which corresponds to a –128°Y-cut substrate.
Switching from the standard 128°Y-rotated plane to this
308°Y-rotated plane with Euler angles (0, 217.86, 0) leads to a
difference in sign of the piezoelectric tensor, but identical
acoustic properties.

IX. FABRICATION PROCESS

The process of the proposed sensor structure is illustrated in
Fig. 12. First, the substrates are immersed in boiling
NH4OH:H2O2:DI water solution for cleaning (A). The samples
are then placed in a quartz furnace at 1100 °C flowing wet argon
for 8 hours for thermal inversion (B). Prior to the deposition of
the masking layer, the inverted substrates are then cleaned
again. Next, layers of Cr/Au/Cr are deposited on the inversion
layer by RF magnetron sputtering with the substrates being
heated to 170 °C. The sputtering is repeated to deposit layers of
Cr/Au on the backside as well (C). The Cr/Au on the backside

is then patterned with standard photolithography and wet
etching of Au and Cr (D). The three-layer stack on the front-side
thereby ensures, that the Au-layer is not attacked and thus the
front-side is later protected during the LiNbO3-etching.
Alternatively, the top-side can be sealed-off from the etchant
using a fluorinated O-ring. Finally, the samples are etched in a
49% HF solution at 80 °C. The etching is self terminating when
it reaches the inversion layer (E). The Cr/Au masking layers are
then removed and the etched substrate is bonded to a virgin
substrate of the same orientation (F). After fabrication of this
modified substrate containing a pressure cavity, a standard SAW
fabrication process is used to complete the sensor (G).

X. RESULTS AND CONCLUSION

The effective method for etching LiNbO3 using the metal
mask has been presented. This method features reasonable etch
rates and good dimension controllability. Thin membranes have
been successfully fabricated on 128°Y-rotated wafers based on
bulk wet etching and the use of a thermal inversion layer as an
etch-stop, as shown in Fig. 11 (B). The etch-stop allows for long
over-etching to yield a smoother membrane backside. In
addition, ununiformity of etch rate throughout the wafer can be
relieved by the over-etching. Hereby, the anisotropic etching
characteristics determine the final shape of the fabricated
diaphragm. Currently, wireless SAW sensors for pressure
measurement are being developed based on this technology.

WAFER LEVEL PACKAGING

The size of the developed temperature delay line sensors
discussed in the first section measures 0.5 × 0.8 × 8~12 mm,
where the rather large chip-length originates from the
implemented time delays. Standard ceramic SMD SAW
packages suitable for this size suffer from parasitic shunt
capacitances in the range of about 1 pF. This leads to difficulties
in matching as well as bandwidth restrictions. To escape from
these parasitics as well as the overall size increase due to the
package, we have investigated the wafer level packaging of
SAW devices. The achievable decrease in size is illustrated in
Fig. 13, by comparing these standard packages with a wafer
level packaged sensor.

Figure 12. Process flow for the monolithic pressure sensor on
128°YX LiNbO3.

Figure 13. Size of a SAW delay line sensor packaged in a ceramic SMD
SAW package compared to a wafer-level packaged sensor.



A. Selection of Packaging Material

The largest difficulty in packaging devices fabricated on
piezoelectric substrates is their inherent anisotropy in the
in-plane thermal expansion. For the case of 128°YX LiNbO3,
an elliptical distribution of the in-plane thermal expansion
coefficients exists. The thermal expansion coefficients range
from 15.4 ppm/K along the x-axis, to 12.4 ppm/K along the
y-axis. For a YZ-cut substrate this distribution resembles a
dumb-bell-like shape with the thermal expansion along x being
7.5 ppm/K and the value for the transverse axis being
15.4 ppm/K. It is obvious that materials enabling a hermetic seal
such as glass, metals or ceramics generally have isotropic
in-plane thermal expansion properties, causing thermal
expansion mismatch problems with LiNbO3. A straightforward
solution is to use the same material and the same orientation of
the substrate material to solve this problem, as done for the
presented pressure senor. This approach was also taken by [22]
for SAW filters fabricated on LiTaO3, however this process
involves a large number of sophisticated process steps.

In order to develop a general packaging technology
applicable to a wide range of substrates we have investigated the
use of epoxy based micro-cavities. These epoxy packages are
not hermetic. However, a similar packaging process has been
proposed by Infineon for wafer-level packaging of SMR-type
FBARs in combination with plastic overmold packages [23]. In
this case, the instability problem due to the non-hermetic
packaging is relaxed by a passivation layer. Another alternative
shown in [24] uses silicon cavities transferred onto the device
wafer by means of adhesive. It is stated that these packages can
be hermetically sealed by depositing a final inorganic coating
on top.

B. Imprinted SU-8 Dry Film Packaging

As the packaging material, we used SU-8, a photosensitive
chemically amplified epoxy based photoresist. This resist is
often used in the MEMS field to fabricate high aspect ratio
microstructures. However, it does suffer from a narrow process
window. The SU-8 3000 resist series used in this study features
high temperature stability with a glass transition temperature of
200 °C, thermal degradation above 300 °C, and Young's
Modulus of 1.5 GPa [25]. It has been shown that two layer
spin-on SU-8 packages could withstand overmold conditions of
100 bar at 180 °C [23]. The large dielectric loss tangent of
~0.06 at 2.45 GHz [26] is compensated for by lithographically
reducing the package wall dimensions and thus minimizing the
effect on electrical feed-through connects. The large thermal
expansion coefficient of ~50 ppm/K [25] is mitigated by its low
Young's Modulus and reduction of the overall package
dimensions. Based on the results of [24] we are investigating if
these packages can be hermetically sealed by applying an
additional inorganic coating.

C. Packaging Process

The basic process of the proposed packaging is illustrated in
Fig. 15 (I - III). Initially, 30 µm thick SU-8 dry film resist
(DFR) is imprinted with a glass master using a de-bonding
agent. The imprinted DFR is then aligned to the device wafer by
the means of imprinted alignment marks and laminated onto it.
Finally, the packaged outline is defined by photolithography,
and the unexposed regions removed during development. This
initial process required certain modifications for improved
yield, as shown in [27]. One problem is that the device cavities
collapse at temperatures exceeding 48 °C. However, stable

Figure 14. Wafer-level packaged SAW devices using imprinted SU-8 dry
film resist and optical microscope image revealing the contained cavity.

Figure 15. Simplified (left) and advanced process (right) for the wafer-level
packaging of RF devices using imprinted SU-8 dry film.



results for the lamination of the DFR are achieved at 54 °C. This
problem is prevented if the cavity region is exposed previously,
as it cross-links and does not deform during lamination. Only a
narrow region is not exposed, which is used as a sealing ring
around the package, as shown in Fig. 15 (B). The package shape
itself was found to be affected by a reflow effect during the post
exposure bake (PEB), which was solved by exposing the
perimeter of the package also during step (B) with the same
mask. As this additional step occurs off-wafer, there is no
influence on the device yield or processing time. The commonly
encountered problem that SU-8 adheres to the photomask does
not occur, as the PET-carrier film remains on top of the DFR
during exposure (D). Fig. 13 and 14 show SAW devices
packaged by this process.

The process has three main features: 1. The imprinted
cavities are prepared off-wafer, and this process does not affect
the device yield, 2. The packaging process requires only the
aligned lamination to the device wafer, one exposure, and final
development, 3. The device inside the cavity does not come in
contact with liquid. The last point guarantees that there will be
no residue affecting the acoustic device. It also means that no
stiction effects of e.g. air gap type FBARs [28] will occur. This
technique has recently been applied to the packaging of RF
switches.

D. RF Characteristics of Packaged Devices and Conclusion

Packaged SAW delay line devices were characterized using
an Agilent 5071B network analyzer and an angled Picoprobe
Model-10 GS probe, which allows for on wafer level probing
across the package. The measured forward reflection S11 before
and after packaging is shown in Fig. 16. No changes observable
in the impedance characteristic indicate that negligible
parasitics are introduced. This is also expected from calculation,
as the package section above the bondpad feeds measures only
25~30 µm. It is also interesting to note that the strength of the
reflections from the sensor’s time responses are not affected
during packaging, which means that no additional propagation
losses occur.

MEMS BASED SAW SWITCH TECHNOLOGY

We have developed a compact SAW phase shifter, which
electromechanically controls the SAW propagation velocity. A
metal sheet fabricated by surface micromachining is suspended
above the piezoelectric substrate, and the gap in between is
controlled electrostatically. The structure is illustrated in
Fig. 17. This technology is of interest for phase shifters, tunable
filters and resonators, programmable filter banks, devices using
control of the propagation angle [29], etc.

A. Principle of Controlling the SAW Phase Velocity

The influence of a metal sheet in the vicinity of a
piezoelectric substrate and its effect on the phase velocity of
Rayleigh waves was theoretically formulated by Campbell et
al. [10]. This model was used to derive the limiting conditions
for a fully metallized and free surface. This case was also treated
by Auld [30], giving a solution for the distance dependence
based on perturbation theory. The velocity dependence
computed for 128°YX LiNbO3 based on both methods [10, 30]
is shown in Fig. 18. 

Figure 16. Smith chart of the delay line sensor before (red), and after
packaging (blue) showing that additional parasitics are not observed.

Figure 17. Acoustic phase shifter based on electromechanically controlling
the phase velocity of a SAW by a MEMS structure.

Figure 18. Computed dependence of the phase velocity of the Rayleigh wave
on the gap height of a suspended metal sheet.



The general approximation of the SAW coupling coefficient
is given as

, (11)

where v0 and vm correspond to the propagation velocity for a
free and metallized surface, respectively. By mechanically
controlling the distance of a metal sheet above the substrate
surface, the velocity can be tuned within the range given by v0
and vm. A larger coupling coefficient corresponds to more
energy being stored in the electrical waves and thus a larger
sensitivity towards changes in the electrical boundary
conditions. Tuning of up to 1~10 % of the phase velocity is thus
reasonable for the crystal cuts of LiNbO3 and LiTaO3 used in
commercial SAW devices.

B. Fabrication Process

The fabrication was designed to be compatible with
standard SAW processing, in respect of used materials and
process temperatures. The process is outlined in Fig. 19. It
assumes that the contact pads for the MEMS switches are
fabricated together with the bondpads of the SAW device. A
positive type sacrificial photoresist layer is then patterned to
expose the anchor pads of the later switches. After development
the resist is exposed again with a much shorter dose to define the
gap height for the switches. Next a 1 µm thick aluminum layer
is deposited by sputtering on top of the resist. The aluminum
layer is then patterned by wet-etching. Finally, the masking
resist as well as the underlying sacrificial resist layer are
removed in an O2-plasma asher.

C. Experimental Verification

For a first evaluation of the ability to control the phase
velocity, an on-chip acoustic test-bench identical to a SAW
delay line shown in Fig. 20 was fabricated. The initial gap
height was chosen to be 2 µm, set by the exposure dose of the
second exposure step of Fig. 19. The results shown in Fig. 21
were taken for a 230 µm wide switch. The measured phase shift
corresponds to a sensitivity ∆v/v of 40 ppm/V, a phase
sensitivity of ~2°/V, and a decrease in velocity of ~3 m/s.
However, the sensitivity is about 10-100 times smaller than
expected, which suggests the existence of a residual gap under
the switches. This seems to be caused by the slight buckling of
the switches, which will be improved. Nevertheless, the
measured sensitivity is two orders of magnitude higher than
electrically-biased phase shifters [31, 32].

XI. CONCLUSIONS

This paper reviewed recent activities of our group in
developing wireless sensors, wafer level packaging, and tunable
SAW devices. A wireless temperature monitoring system
featuring parallel sensor interrogation using TDMA and the
multi-step evaluation was presented. Important general
knowledge for designing various wireless SAW sensors was
introduced. In addition, LiNbO3 bulk micromachining
technologies including thermal inversion and wet etching for a
monolithic wireless pressure sensor were described.

Next, wafer-level packaging technology using imprinted
SU-8 dry film resist for SAW device packaging was described
in detail. This miniature wafer-level package features

k2
v0

2 vm
2–

v0
2

----------------- 2∆v v0⁄≅ ≅

Figure 19. Process sequence for the SAW switch based on surface
micromachining.

Figure 20. Experimental set-up of the test-device to evaluate the capability of
controlling the phase velocity by the proposed structure.



compatibility with a wide range of substrates, and prevents
contamination or stiction of inside devices. Finally, an
electromechanically-tunable SAW technology has been
introduced, which enables tuning ranges between 1~10%. The
developed surface micromachining is compatible with standard
SAW device fabrication. The fusion of acoustic wave
technology and MEMS technology is believed to create a
variety of new devices. 
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Abstract—This paper reviews recent progress of a high-
speed laser probe system developed by the authors’ 
group for surface acoustic wave (SAW) devices. The 
phase-sensitive knife-edge method is employed for the 
optical detection. This makes the system unsusceptible 
to low-frequency mechanical vibration caused by the 
fast stage translation. A fast scanning rate of 2.5 kS/s is 
realized by continuous stage translation and successive 
acquisition of the detector output by a high-speed data-
logger. Timing for the data acquisition is synchronized 
with the stage movement: timing pulses are generated 
from a high-precision linear-scale installed in the 
translation stage and are fed to the data-logger as the 
trigger. Effectiveness of the system is demonstrated 
through the selective characterization of spurious 
resonance modes and scattered non-guided modes 
appearing in SAW resonators. It is also demonstrated 
how the wavenumber domain analysis is applied to two-
dimensional images captured by the laser probe system 
for the characterization of RF SAW devices.  
 

I. INTRODUCTION 
Various types of the laser probe techniques have been 

proposed and used for the visualization of propagating 
surface acoustic wave (SAW)[1-4]. Owing to their 
recent enhanced measurement speed, dynamic range, 
maximum operation frequency, etc., they are believed to 
become one of the most effective diagnosis tools for 
sophisticated RF SAW devices[5-10].  

It should be stressed that ultimate reduction in time 
consumption is still one of the matters of vital 
importance for applying the laser probe techniques to 
the research and development of SAW devices. 

The authors have recently reported development of a 
very high-speed laser probe system for RF SAW devices 
[9,10]. In fact, we can now capture high quality two-
dimensional (2D) data of 2,500×400 points in 20 min, 
and further speeding up and SNR improvement are 
demanded.  

This system is based on the knife-edge 
method[2,3,6,11]. Since the method optically detects a 
surface microbend occurred by the SAW propagation, 
the system is inherently insensitive to low-frequency 

vibration caused by the fast stage movement. 
The detector output is sampled by a high-speed data-

logger synchronously with the stage movement; trigger 
pulses are generated from the output of the high-
precision linear-scale and fed to the data-logger. This 
makes the translation stage driven at its maximum speed, 
and the sampling rate of 2.5 kS/s is achieved without 
degradation of the measured result. 

 The knife-edge method allows us to measure not only 
amplitude but phase distributions of propagating SAW 
fields. In addition, the distance between two adjacent 
measured points is constant and calibrated. Thus, the 
measured SAW field in the real space (x-y) domain is 
readily converted into the wavenumber (βx-βy) domain 
by the 2D Fast Fourier Transform (FFT) [10,12]. 

Similar to the time gating used for an output of vector 
network analyzers, the (βx-βy)-domain analysis offers 
various information; the types and characteristics of 
spurious signals, and where and how the spurious 
signals are generated and propagated[12]. 
This paper reviews recent progress of the SAW laser 

probe developed by the authors’ group. 
After fully describing the system setup, the system is 

applied to the characterization of spurious resonance 
modes in an SAW resonator on ST-cut quartz. In 
conjunction with skillful use of image processing in 
wavenumber domain, it is shown how the present 
system is effective in the diagnosis and development of 
SAW devices. 
 

II. LASER PROBE SYSTEM 
A. Optical system 
 The optical system of the developed laser probe system 
is shown in Fig. 1. The output of the laser diode (LD) 
(λO=635 nm) is beam-formed, and is incident to the 
polarized beam-splitter 1 (PBS1), where the s-polarized 
component is reflected and detected by the monitor 
photo-detector (PD). On the other hand, the p-polarized 
component is transmitted to PBS1 and PBS2, and 
focused on the surface of an SAW device by an 
objective lens with a large numerical aperture (NA=0.8).  

Due to its two-way transmission in the λ/4 plate, the 
reflected beam is converted to an s-polarized beam on 



PBS2. Then the beam is reflected by PBS2 and becomes 
incident to the prism mirror, which also acts as a knife-
edge. 

It should be noted that the laser beam incident to the 
SAW device surface becomes obliquely angled by the 
parallel glass plate inserted between the two PBSs. 
Therefore, the surface micro-bend caused by the SAW 
deflects the laser beam, which is to be intensity-
modulated by the prism mirror and detected by the high-
speed PD (NEWPORT AD-200, fT=2.5 GHz). 

The dichroic mirror reflects only red light, and the 
above laser path is installed coaxially in the microscope 
tube with the objective lens. Thus, the magnified image 
of the device surface with the laser spot can be observed 
during the measurement. The image is detected by the 
CCD camera and transferred to the microcomputer for 
system control. 

The SAW device under test is placed on the motor-
driven X-Y stage equipped with high-precision linear-
scales (20 nm resolution). 

The operation principle suggests that the laser spot 
size D should be smaller than half the SAW wavelength 
λS, and that the maximum deflection efficiency is 
obtained at D= λS/2.[2] 

It should be noted that when D is slightly larger than 
the electrode width w, D is effectively reduced to w due 
to large difference in the optical reflectivity between 
electroded and unelectroded regions.  Because of the 
minimum spot size of approximately 1.4 µm in the 
present system, maximum operation frequency of the 
system may be around 2GHz. 
 
B. Detector circuit 

A detector circuit with the analog output was 
developed for fast data acquisition. Figure 2 shows its 
configuration. 

An RF signal is first divided into two paths. The 
signal in one path is applied to the SAW device under 
test, and the measured optical output is fed to the mixer 
after RF amplification. Then the output signal is down-
converted to the IF frequency (0.455-10.7 MHz) and 
applied to an RF two-phase lock-in amplifier (Stanford 
Research, SR844) after IF filtering. The signal in the 

other path is also down-converted to the IF frequency 
and fed to the lock-in amplifier as a reference signal. 
The output signals including both the amplitude and 
phase data of the lock-in amplifier are fed to the high-
speed data-logger (Hioki 8841). 
 
C. Measurement procedure 
Figure 3 shows the setup of the laser probe system. 

Measurement is carried out by the following procedure. 
The translation stage moves continuously along the 
longitudinal (x) direction between the specified starting 
and ending points. The high-precision linear scale 
attached to the stage outputs two-phase pulse trains 
every 40 nm movement. Then output signals of the lock-
in amplifier are acquired by the high-speed data-logger 
synchronously with the pulse trains. After one x scan is 
completed, the stage moves to the lateral y direction by a 
specified step, and the same measurement is again 
carried out along the reversed x direction. This process 
is repeatedly done until the two-dimensional scan is 
completed. 

In the present system, the translation stage moves at 
its maximum speed of about 1.0 mm/s, and the sampling 
rate of 2.5 kS/s is achievable. 

The sampling interval of 40 nm step is generally too 
dense resulting in a huge size of data. So the N-divider 
circuit was prepared by a one-chip micro-controller 
(Atmel ATtiny13) and inserted between the linear-scale 
output and the data-logger (see Fig. 3). Here, N can be 
set arbitrary by a program; when N=25, for example, the 
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data interval becomes 1 µm (=40 nm×25) step. 
Fig. 4 shows the whole system developed. Owing to 

the knife-edge method which is very insensitive to low-
frequency vibration, no tight anti-vibration systems are 
needed and the optical system occupies only a small 
area of 66×56 cm2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. SAW DEVICE ANALYSIS 
A. Measurement 

The present system was applied to the 
characterization of an one-port SAW resonator on ST-
cut quartz. The design parameters are as follows; the 
numbers of electrodes of the interdigital transducer 
(IDT) and reflectors are 356 and 182, respectively, the 
IDT periodicity is 7.19 µm, the aperture is 209 µm, and 
the Al electrode thickness is 140 nm. 

Fig. 5 shows the input impedance of the resonator as a 
function of the driving frequency. In addition to the 
main resonance (b) at 433.00 MHz, several inharmonic 
resonances are observed. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The laser probe measurement was applied to the 

spurious resonances (a), (c) and (d) at 431.625, 433.51 
and 434.635 MHz, respectively, as well as to the main 
resonance (b). At each frequency, it took approximately 
20 min. to scan 2,620 (x) × 410 (y) points with 1 µm 
step. 

Fig. 6 shows the result. SAW field distribution is 
clearly visible. At this frequency region, the dynamic 
range of about 40 dB is achievable when the detector 
bandwidth is 1 kHz. The dynamic range can be 
enhanced by narrowing the detector bandwidth, though 
the translation speed needs to be reduced as a trade-off. 

At the main resonance (b), the SAW energy is 
confined within the IDT region, and the amplitude 
changes smoothly along the lateral (y) direction of the 
IDT. Since the detector output is proportional not only 
to the SAW amplitude but also to the coefficient of 
optical reflection on the surface, the periodic streaks 
parallel to the y direction is due to the difference in the 
reflection coefficient of the Al electrodes and quartz 
substrate. 

At the spurious resonance (a), three bright loops are 
observed in the longitudinal (x) direction in the IDT 
region. This indicates that the SAW is trapped as one of 
the higher-order longitudinal resonances. 

As to the spurious resonances (c) and (d), three and 
five bright loops are observed aligning in the 
longitudinal (x) direction in the IDT region. They show 
that the SAW is trapped as one of the higher-order 
transverse resonances. 
 
B. Wavenumber-Space Distribution 
Figure 7 shows the (βx-βy) spectrum A(βx,βy) calculated 

by the 2D FFT of measured data a(x,y) at 433.51 MHz 
(c). The spectrum on upper (βx>0) and lower (βx<0) half 
planes corresponds to the SAW propagating upward and 
downward on the device surface, respectively. 
Two lines at βx=±βS represent the contribution from 

the SAW propagation giving the main resonance. Each 
line is basically composed of two bright spots due to the 
oblique propagation of a guided transverse mode, 
smearing in the vertical direction owing to the finite 
width of the SAW beam. 
A bright spot is also shown at the origin (βx,βy)=(0,0), 

corresponding to the contribution of the electromagnetic 
(EM) feedthrough from the SAW device to the photo 
detector circuit. It should be noted that since IDTs can 
not ideally generate acoustic waves normal to the 
substrate surface, the acoustic contribution should be 
zero at the origin. Because of the finite measured area, 
the spot smears both in the vertical and horizontal 
directions. 
An elliptic trace is seen around the origin in the figure. 

Since the trace includes the bright spots, this suggests 
that the trace could be the contribution of the SAW 
scattered at discontinuities. 
In addition, several vertical lines are seen at βx=nβS, 

where n is an integer. They are caused by the fact that 
the IDT and reflector electrodes are aligned periodically 
and that their periodicities p are almost equal to each 
other[10]. Namely, the variation in the optical 
reflectivity generates the spectrum components of 
βx=±βS+2nπ/p from the SAW components at βx=±βS, 
while those of βx=2nπ/p from the EM feedthrough 
component at βx=0. Since βS is equal to π/p at the 
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resonance, bright lines appear at βx=nβS in the (βx-βy) 
spectrum. 
Remaining several lines at βx≠nβS may be due to the 

aliasing caused in the FFT calculation. 
 
C. Gating 
 Particular contribution can be selectively characterized 

by extracting or removing corresponding spectrum and 
reconverting into the real (x-y) space by the inverse 
FFT[12]. 
Fig. 8 shows an example, where the EM feedthrough 

was removed by removing the spectrum around the 
bright line along βx=0. Comparison of Fig. 8 with Fig. 
6(c) clearly shows that the contrast is enhanced, and that 
the streaks seen in the bus -bar and reflector regions 
disappeared. The streaks are caused by the interference 

between the propagating SAW and EM feedthrough. 
This technique is expected to become effective with the 
increased measurement frequency, where the influence 
of the EM feedthrough is not negligible. 
Fig. 9 shows another example obtained by extracting 

the spectrum around the oval in Fig. 7, which 
corresponds to the contribution of the scattered SAW. 
By comparing Fig. 9 with Fig. 6(c), the scratch at upper 
right is identified as the main scatterer, and the 
scattering by the surface contaminations is found 
negligible. 
 
D. Instantaneous field distribution 
Since the resonator structure under consideration is 

symmetric  and quasi-periodic , the SAW field 
distribution (envelope) â(x,y) is estimated simply by 
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extracting the two-dimensional data Â(βx,βy) around 
βx=+βS from A(βx,βy) and applying the inverse FFT to 
Â(βx-βS,βy)[10]. An instantaneous amplitude 
distribution is estimated by Re[â(x,y)exp(jωt)] where ω 
is the driving frequency. This image processing 
technique might be understood from an analogy with the 
synchronous detection of modulated signals in the 
telecommunications.  
Fig. 10 shows the instantaneous SAW field distribution 

(envelope) Re[â(x,y)exp(jωt)]. The periodic streaks in 
the row data are completely removed and the reversal of 
sign amongst adjacent loops are clearly seen. 

 

V. CONCLUSIONS 
This paper introduced a high-speed laser probe 

system developed by the authors’ group for SAW 
devices. 

A fast scanning rate of 2.5 kS/s is realized by 
continuous stage translation and successive acquisition 
of the detector output. The acquisition is synchronized 
with stage movement detected by a high-precision 
linear-scale installed in the translation stage. 

Owing to the phase-sensitive knife-edge method 
employed for the optical detection, the system is very 
unsusceptible to low-frequency mechanical vibrations 
caused by the fast stage translation. 

The system was applied to the characterization of 
spurious resonance modes in an SAW resonator on ST-
cut quartz. In conjunction with skillful use of image 
processing in wavenumber domain, it is shown how the 
present system is effective in the diagnosis and 
development of SAW devices. 

Further reduction in the total measurement time may 
be possible by optimizing the acceleration and 
deceleration profiles for the stage translation. 
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Abstract— In this paper, two different methods for absolutely 

measuring the surface mode patterns in piezoelectric resonators 
are described.  One is high-sensitive method that uses a 
semiconductor laser in synchronization with the device motions, 
and the other is wideband method that uses a burst resonator 
driving.  Both methods are based on a two-dimensional laser 
speckle interferometer with a CCD video camera, and can provide 
very clear mode shapes with the absolute displacement scales.  
Some statistical approaches for the measured interference images 
are used for deriving the absolute vibrational-displacements in 
both methods.  
 

I. INTRODUCTION 
 number of methods for plotting the mode shapes of 
piezoelectric resonators have been developed.  In 

designing resonators or vibration devices, measuring the 
vibration mode shapes is very important.  Many of these 
methods use the optical interference, which is the interaction 
between incident and reflected photons, produced by coherent 
laser beams [1].  The laser speckle method that uses the long 
coherence of modern lasers is a powerful tool for visualizing 
the displacement of deformed shapes.  As a result, many 
techniques have been proposed [2-6].  When a coherent light 
such as that from a semiconductor laser irradiates a surface that 
has a surface roughness greater than the laser wavelength, 
reflected photons form a random speckle pattern.  Because the 
speckle pattern is very sensitive to changes in the path length, 
this method can be applied to piezoelectric resonators with 
minute displacements. 

Advances in computer technology have enabled the 
application of finite element analysis (FEA) to the design of 
high-frequency piezoelectric resonators such as quartz 
resonators and SAW devices.  In designing the resonators, 
confirming the reliability of the calculated results is very 
important because the calculation renders many spurious 
resonances.  Comparing of the mode shape as predicted by 
analysis and obtained by experiments is the best way to confirm 
the results. 

High-frequency piezoelectric resonators are generally small 
and their surfaces are not rough enough to directly apply the 
 

Email: y.watanabe@ieee.org 

laser speckle method.  For this reason, we have developed 
many methods for visualizing the mode shapes that combine 
surface speckle interferometry and image processing 
techniques [7-13].  The process involves irradiating a roughly 
finished device surface with a visible-collimated laser beam, 
and the speckle field that is generated on the surface of the 
device is captured by a CCD video camera.   

 However, the absolutes value of the vibrational 
displacements had not been estimated by the previous method, 
and the measurement error had not been estimated. 

In this paper, two different methods, based on the 
two-dimensional laser speckle method, for absolutely 
measuring the surface mode patterns in piezoelectric resonators 
are described.  One is high-sensitive method that uses a 
semiconductor laser in synchronization with the device 
motions, and the other is wideband method that uses a burst 
resonator driving.   

The calibration system for the absolute displace estimation is 
described in Section II.  The principle, the measurement system 
and experimental results of the laser-synchronization method 
are described in Section III.  The method based on the burst 
resonator excitation method is described in Section IV.  We 
applied these methods to measure the fundamental thickness 
shear modes in a circular AT-cut quartz resonator with a 
roughly finished surface.   

II. CALIBRATION SYSTEM [13] 
A diagram of the system used to measure the absolute 

in-plane vibrational displacement is shown in Fig. 1.   A small 
mirror is attached to a lateral face of a rectangular quartz plate 
having roughly finished surfaces.    The plate is externally 
vibrated by a laminate ceramic actuator in the lateral direction.     

Figure 2 shows a detailed drawing of the plate.  The 
Michelson interferometer measures the out-of-plane vibrational 
displacement at the lateral face to which the mirror is attached.  
This displacement corresponds to the in-plane displacement 
observed at the upper side of the plate.  The speckle images on 
the quartz plate are captured with a CCD camera placed over 
the plate.   

The amplitude of the in-plane displacement on the plate 
surface is obtained from data and statistical processing of the 
speckle images: estimation of pixel brightness, calculation of 
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visibility, and an correction of the error in the vibrational 
amplitude based on the interference function.   

  Figure 3 shows the optical reflection and interferometric 
model of the resonator surfaces, which are roughly finished.  
The incident angle of the laser beam must be set almost parallel 
to the surface being measured.  The light beams scattered on the 
surface interferes with each other; that is, the bright or dark 
spots on the device surface are amplitude modulated by the 
in-plane vibrations.  In general, the surface roughness of 
devices ranges from several micrometers to a hundred 
micrometers, sufficiently large in relation to the wavelength of 
visible lasers and sufficiently small in relation to the coherence 
length of semiconductor lasers.   Accordingly, the vibrational 
amplitude can be obtained by measuring the brightness changes 
at the interference points on the device surface.   

 

 

 

 

 

 

 

 
 

Figure 1.  Measurement system. 

 

 
 
 
 
 
 

 

 

 

Figure 2.  Quartz plate with small mirror. 

 

 

 

 
 
 
 

Figure 3.  Optical model of device surface. 

 
Assuming the optical model shown in Fig. 3, the 

interferometric intensity is given by the following equation 
when the laser beam is parallel to the resonator surface. 

 

                                                                                         (1) 
 

where k = 2π/λ, λ is the wavelength of the laser, Io
-

 is the 
average intensity of the interference, γ is the visibility of the 
fringes, and dx is the vibrational displacement of the resonator.  
The γ changes the surface condition of the resonator and its 
optical constructions. 
 

III.  SYNCHRONIZED LASER METHOD  

A. Principle 
Based on the constituent relation for piezoelectric devices, 

the amplitude of the vibrational displacement is proportional to 
the driving voltage.  Using this relationship, we can obtain 
visibility γ from arbitrary pairs of vibrational amplitude and 
interferometric intensity.   We obtained γ by using resonator 
driving voltage V1 and V2 (V2 = V1 / 2).  The absolute vibrational 
displacement was obtained using (1). 

By rearranging (1), we can express γ as 
 

                 (2) 
 

where ∆I1 and ∆I2 are the differences in optical intensities for 
V1 and V2, respectively. 

  We can thus obtain the absolute amplitude of the in-plane 
vibration by using 

 

                                                                                            (3) 
 

where ε is the residual error caused by CCD and 
environment noise. 

A practical approach for the application of the laser speckle 
method is as follows. 

 
1) Calculate the mode shape and contour map from the set of 

images captured by the CCD camera using a 
two-dimensional correlation function. 

2)  Divide the set of image areas having approximately the 
same in-plane vibrational amplitude into smaller areas.  

3) Find the pair of pixels that gives the maximum optical 
intensity difference in each divided area. 

4) Repeat steps 2) and 3) using half the resonator driving 
voltage to derive visibility γ. 

5) Repeat steps 2) and 3) without driving to estimate system 
noise ε. 

6) Map the frequency distribution characteristics of the 
intensity differences in the divided areas. 

7)  Calculate the in-plane vibrational amplitude using Eq.(3). 
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B. Measurement System 
Figure 4 shows a block diagram of the measurement system 

[13].  A reference oscillator phase locks the signal generators 
(SGs).  A low-frequency oscillator generates the image capture 
triggers and the phase control signals for SG1.  A commercial 
CCD video camera captures images of the interference on the 
surface of the sample.  These images are averaged to reduce 
system noise.  The vibration patterns are obtained as correlation 
coefficients between the images for the maximum positive and 
maximum negative vibrational phases.  A semiconductor laser 
with linear polarization generates a visible beam.  In our 
measurements, the laser had an optical power and wavelength 
of 10 mW and 655 nm, respectively.   The incident angle of the 
beam on the resonator surface was 10o.   The spatial resolution 
of the camera was 640 x 480 pixels.  The kernel for calculating 
the correlation between two accumulated images had 5 x 5 
pixels, so the kernel was sufficiently smaller than the 
wavelength of the acoustic wave on the resonator surface.   
After the correlation analysis, the small areas are classified by 
their amplitude levels for the frequency distribution analysis.   

 
 

 

 

 

 

 

 

 

 

 

Figure 4.  Experimental setup of full-field in-plane motion visualization 
system with synchronized laser diode. 

 

C. Results 
Figure 5 shows the frequency distribution characteristics of 

the intensity deviations in the divided areas.  The drive 
frequency of the ceramic actuator was 1 kHz.  The actuator 
driving voltage was adjusted to achieve the absolute 
displacement.  Five thousand pairs of images were accumulated 
and averaged to reduce the CCD and environment noise.  The 
ordinate axis is the frequency of the divided areas, and the 
abscissa axis is the deviation in pixel gradation.  The peaks of 
the curves corresponding to changes in the vibrational 
displacement.  Even the actuator driving level was zero, there 
was still a gradation-sequence error of about 0.2, caused by the 
CCD and environment noise.   

Figure 6 shows the measured in-plane displacement vs. 
absolute displacement based on Fig. 5.   The dotted line shows 
the ideal characteristics.   

 

 

 

 

 

 

 

 

 

 

Figure 5.  Frequency distributions of pixel gradation for vibrational 
displacement. 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Comparison between measured and absolute  
vibrational displacements. 

Visibility γ is taken into account to correct the systematic 
error caused by the optical measurement conditions.  The filled 
circles and triangles represent the measured in-plane 
displacement.  The filled circles were derived using system 
error ε, and the filled triangles were derived without ε.  Very 
good correlation between the measured and absolute 
vibrational displacement was obtained with ε.   The open 
circles show the experimental results [13]; 100 images were 
used for averaging, and ε was ignored.  This figure shows that 
the absolute in-plane vibrational displacement can be measured 
using equation (3) with an appropriate number of images and 
system error correction.   

Figure 7 shows the mode shape of the fundamental 
thickness-shear mode in a circular AT-cut resonator.  We used 
a 10 MHz circular AT-cut quartz resonator with a roughly 
finished surface (#4000) with partial electrodes [10].  In this 
experiment, 500 pairs of images were used.  The scale on the 
right was determined using the proposed method.  This figure 
demonstrates that the vibrational amplitude is trapped in the 
midsection of the electrode area.  The in-plane vibrational 
displacement was approximately 100 nm in the midsection and 
was below 20 nm at the circumference. 

Resonator 
Under Test 



 
 

 

 Start 

Measure Image 0; Resonator driving voltage = V0

Map contour from Image 1 using 2D correlation function

Divide the set of image areas with approximately the same 

in-plane vibrational amplitude into smaller areas 

Find the pair of pixels that gives the maximum optical 

intensity difference ∆I in each divided small area 

Determine central δI in the area using the peak frequency and 

subtract ε (V0) from ∆Is of V1 and V2. 

Calculate γ using equation 5 and Calculate vibrational 
amplitude using equation 4. 

End 

Measure Image 1; Resonator driving voltage = V1

Measure Image 2; Resonator driving voltage = V2 (=V1/2)

Plot frequency distribution of ∆I in image 0 to 2

 

 

 

 

 

 

 

 

 

Figure 7.   Experimental results for 10 MHz circular AT-cut quartz resonator.  
(N=500; Drive level = +3 dBm). 

IV. BURST EXCITATION METHOD 

A. Principle 
In the burst resonator excitation system, the speckle 

interferometric intensity difference between the 
resonator-driven and resting phases is given by integrating 
equation 1 as, 
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We can easily understand from the equation that γ is not 

explicitly obtained by changing dx as a parameter.  Therefore, 
we used a second order polynomial function to approximate 
equation 4 at around dx = 0. 

The second term in the parentheses in equation 4 can be 
formally expressed as, 
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where α and β are negative constants, and they can be 

derived by determining λ and the approximation range.  By 
rearranging equation 5, dx can be obtained by the next 
relationship. 
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γ can be obtained by solving equation 6 for two dx(s) of their 

amplitude ratio is 1 : 1/2. 
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where ∆I1 and ∆I2 are the differences in optical intensities for 

V1 and V2 ( = V1 / 2).   This method is based on the linear 
piezoelectric relation and its potency is demonstrated in our 

previous paper [13].  In our proposed method the residual noise 
ε of the image is subtracted from each ∆I1 and ∆I2 before using 
equation 7 because the relationship between brightness of the 
interferometric filed and the vibrational displacement is not 
simply defined.  

We can thus obtain the absolute vibrational amplitude of the 
in-plane vibration using equation 4.  Figure 8 shows a 
flowchart for measuring and image processing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.  Flowchart of measurement and image processing 

 

B. Measurement System 
Figure 9 shows an optical layout of the burst 

resonator-driving system for measuring the in-plane mode 
shapes of the piezoelectric devices.  A collimated beam from 
the laser diode (LD) illuminates the electroded sample surface 
and was scattered on the surface.  Polarization of the laser beam 
was parallel to the sample surface.   The reflected beam was 
illuminated on the mirror placed on the opposite side of the 
laser.    

This optical system enhances the interference intensity of the 
sample surface when the in-plane vibrational displacement is 
measured.  The incident angle of the laser in the system used is 
same as the system described in Section II. 
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 Figure 10 shows a timing chart of the sample driving signal 
and image capture triggers.  The resonator sample was driven 
by a burst wave signal at the resonant frequency of the sample.  
The burst period and duty ratio were 400 ms and 5%.   

The period of the video trigger was half that of the burst 
period.  Images for the driven and resting states are thus 
alternately obtained.  The slow trigger rate is attributable to the 
image transfer and the image averaging. 

 
 

 
 
 

 
 
 
 

Figure 9.  Optical layout of burst-drive laser speckle method. 
 

 
 
 
 
 
 
 
 
 

Figure 10.  Timing chart of measurement. 

 
 
 
 
 
 

 
 
 
 
 

Figure 11.  Measurement system. 
 

    Figure 11 is a block diagram of the measurement system.  
A charge coupled device (CCD) video camera was used to 
capture the diffusion light component on the surface of the 
sample.  The vibration patterns were obtained as reciprocals of 
the correlation coefficients between the images for the driven 
and resting phases.  This system was improved so that the 
frequency synthesizer’s output frequency automatically traced 
out the resonant frequency of the device using the network 
analyzer. 

The specifications of the laser and other equipment in this 
system are same as the system in Section II. 

C. Results 
We used the same calibration system as shown in Section I 

for estimating the burst method.  
Figure 12 shows the measured in-plane displacement vs. the 

absolute displacement derived from the frequency distribution 
of the intensity deviations.   The dotted line represents the ideal 
characteristics.  Visibility γ and residual error ε were taken into 
account to correct for the systematic error caused by the optical 
measurement conditions and the CCD noise.  The drive 
frequency of the ceramic actuator was 1 kHz.  The actuator 
driving voltage was adjusted to achieve the specified 
displacement.  Two thousand image pairs were accumulated 
and averaged to reduce the CCD and environment noises.    

The dots represent the measured in-plane displacement.  The 
error bar shows the standard deviations of measured data that 
were taken five times.  The maximum standard deviation was 
25 nm.   A very good correlation between the measured and 
absolute vibrational displacements was obtained with regards 
to γ and ε. 

Figure 13 shows the measured in-plane displacement 
without using ε.  Very large errors are observed in the figure, 
that is, the error correction is necessary for this method.    

 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12.  Comparison between measured and absolute vibrational 
displacements. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13.  Comparison between measured and absolute vibrational 
displacements without concerning ε. 
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Figure 14 shows the mode shape of the fundamental 
thickness shear mode in a circular AT-cut resonator.  We used a 
23 MHz circular AT-cut quartz resonator with a roughly 
finished surface (#4000) with partial electrodes.  We used 200 
image pairs in this experiment.  The resonator driving level was 
+ 13 dBm of the SG output level. The scale on the right was 
determined using the proposed method.  This figure 
demonstrates that the vibrational amplitude was trapped in the 
midsection of the electroded area.  The in-plane vibrational 
displacement was approximately 200 nm in the midsection.   
The measurement time was approximately 300 s.  The image 
transfer process occupied the majority of the measurement 
time. 
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Figure 14.  Experimental results for 23 MHz circular AT-cut quartz resonator.  
(N=200; Drive level = +13 dBm). 

 

V. CONCLUSIONS 
We have developed two full-field imaging methods that 

rapidly measures the absolute in-plane mode shapes of 
piezoelectric devices.  By taking into account the error caused 
by CCD and environment noise, the absolute in-plane 
displacement on a device surface can be mapped.  The full-field 
attribute of the method enables rapid data acquisition compared 
to mechanical scanning.  The method will be further improved 
by introducing a low-noise CCD camera and incrementing the 
number of measurements. 
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Abstract — I show how by the use of an ultrafast optical 
technique one can excite broadband surface acoustic wave 
packets and track them on crystals, microstructres, and on 1D 
and 2D phononic crystals in two dimensions and in real time at 
frequencies up to ~1 GHz. The acoustic dispersion relation is 
obtained from the data by means of a spatiotemporal Fourier 
transform. In phononic crystals we find stop bands for both leaky 
longitudinal and Rayleigh waves.  
 
Keywords: phononic crystal, surface acoustic wave, stop band,  
ultrasonic 

I.  INTRODUCTION 
Laser-based acoustics is an excellent method for 

investigating acoustic wave propagation in microstructured 
specimens. To achieve the sub-micron acoustic wavelengths 
required, picosecond laser pulses have been used to generate 
and detect high frequency bulk waves. Thin films [1], 
microstructures and nanostructures [2][3] can be characterized 
in this way with longitudinal waves. Furthermore, similar 
measurements with shear waves have been carried out [4]. It 
was also shown by myself and coworkers that picosecond laser 
pulses are suitable for generating and imaging surface acoustic 
waves (SAW) up to  ~1 GHz [5]. These methods present the 
advantages of non-contact and nondestructive testing. Most 
recently we have been  studying the interaction of laser 
generated surface acoustic waves with 1D and 2D 
microfabricated phononic crystals that exhibit stop bands. 
Phononic crystals can have a variety of geometries. For 
example, they can consist of periodically oriented grooves or 
lines, [6] or of cylindrical holes or cylinders [7-9] in a substrate. 
The superior acoustic features of phononic crystals, such as 
acoustic stop bands, have led to their incorporation in devices 
such as filters [9][10]. In this paper I shall illustrate our 
picosecond SAW imaging technique in relation to our recent 
work on phononic crystals. 

II. EXPERIMENTAL SETUP 
For the surface acoustic wave measurements we are using 

an optical pump and probe technique, shown in Fig. 1 (a), 
incorporating light pulses of duration ~1 ps. The detection is 
performed with two 800 nm probe beams by means of a com-
mon path interferometer [5][11] that measures the optical phase 
difference Δφ between these beams. The pump light pulses of 

wavelength 400 nm are absorbed at a small spot (~2 μm in 
diameter) at the surface of the  specimen,  launching  Rayleigh-  

 

Figure 1.  (a) Pump and probe setup for a phononic crystal sample. (b) 
Geometry for optical incidence on a 1D phononic crystal. The probe beam is 
scanned. (SHG: second harmonic generation crystal. BS: beam splitter.) 

like surface acoustic waves (RW) as well as leaky longitudinal 
acoustic waves (LW) along the surface. As shown by the 
optical incidence configuration in Fig. 1 (b), the probe laser 
spot (also of diameter ~2 μm) is scanned in the lateral (x, y) 
directions across the surface. We record the temporal variation 
of Δφ, which is proportional to the time derivative of the out-
of-plane surface motion (∂uz/∂t), within an area of 150 μm × 
150 μm. The 76.3 MHz repetition rate of the laser corresponds 
to a period of 13.1 ns. We typically record 40 images, equally 
spaced in time within 13.1 ns. The broadband SAW pulses 
have a maximum amplitude between 200 MHz and 700 MHz, 
corresponding to a dominant wavelength Λ∼10 μm. 
Frequencies up to ~1.3 GHz are detected.  



III. MICROFABRICATED PHONONIC CRYSTALS 
Both 1D and 2D phononic crystals were prepared. To 

make a 1D phononic crystal of period a=4 µm, alternate 2 μm 
wide copper and silicon oxide lines of thickness 800 nm are 
deposited perpendicular to the [011] direction on a silicon 
(100) substrate [see Fig. 2 (a)]. As the cross section of the 
specimen in Fig. 2 (b) shows, a layer of tantalum of thickness 
25 nm serves as a diffusion barrier for the copper. The 
industrial fabrication process involves lithography and 
chemical-mechanical polishing, leading to a very small 
surface roughness (<10 nm). On top of this specimen we 
sputtered a 30 nm gold layer to achieve uniform optical 
reflectivity. The gold layer and the tantalum diffusion barrier 
do not significantly affect the SAW dispersion [5].   

The 2D phononic crystals consist of air-filled holes etched 
in silicon (100), arranged in regular square lattices. The holes 
have diameter d≈12 μm, depth h≈15 μm, lattice constant a≈15 
μm, and filling fraction F≈50%. We also prepared a similar 
sample with d≈6 μm, h≈80 μm, a≈6.5 μm and F≈70%. These 
samples are metal coated to a 40 nm thickness. 

 

 

Figure 2.  (a) Optical micrograph of the top surface of the sample.  (b) 
Corresponding cross section of the specimen before gold film deposition. 

IV. RESULTS 

A. Real-time mesurements 
Figure 3 shows four consecutive images of the measured 

optical phase difference Δφ over a 150 μm × 150 μm region of 
the 1D phononic crystal sample (corresponding to 37 copper 
lines). The images are spaced by 1 ns. The multiple wave 
fronts are caused by the laser pulse repetition, the multimode 
excitation, and the scattering by the periodic line array. The 
SAW penetrates to a distance ~ Λ. The SAW propagation, 
especially at low frequencies, is therefore affected by the 
anisotropic Si substrate. We observe a twofold symmetry in the 
wave front that is caused by the line array. The influence of the 
anisotropic Si can only be observed at low frequencies where Λ 
is larger (as described later). 

 

Figure 3.  (a) – (d) Real-time images of the optical phase difference Δφ 
separated in time by ~1ns. The scanning area is 150 μm × 150 μm. 

B. Dispersion relation 
With a complete temporal series of these images, we have  

direct access to the complete dispersion relation using a 
combination of a 2D Fourier transformation in the space 
domain [12], 

( ) 2
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and a Fourier transformation in the time domain, 
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From the 40 recorded real-time images, the complete 
dispersion relation of the excited waves is calculated from the 
above Fourier transforms. Figure 4 shows two such constant 
frequency surfaces of the dispersion relation. The boundary of 
the first Brillouin zone (BZ) at kx=±π/a= ±0.79 µm-1 (period 
a=4 µm) is indicated by the white arrows. At 458 MHz [Fig. 4 
(a)] the RW and LW modes form concentric rings, indicating 
an approximately isotropic wave velocity. Mode identification 
is provided on the right in Fig. 4. The RW ring is also visible as 
a ghost shifted in both the positive and negative kx directions 
by a reciprocal lattice vector ±G=2π/a=1.58 µm-1, owing to the 
effect of acoustic scattering in the periodic structure. These 
ghosts are referred to as Bloch harmonics (see dotted lines in 
Fig. 4). At 534 MHz [Fig. 4 (b)], one sees stop bands persisting 
for propagation angles (to the kx-direction) up to θ ≈15° and 
20° for RW and LW, respectively. The overall shape of the 
constant frequency surfaces becomes noticeably flattened with 
respect to a circle by the effect of the periodicity (that imposes 
zero group velocity at the BZ edges). We interpret the bridge-
like features joining the RW and LW branches at θ ≈30° (to the 
kx-direction) to be RW Bloch harmonics inside the 1st BZ. At 
higher frequencies (> 600 MHz) we observe that the stop band 
closes. 



 

Figure 4.  Left: experimentally obtained constant frequency surfaces for (a) 
458 MHz and (b) 534 MHz. Right: Mode identification at both frequencies. 
BH: Bloch harmonics. 

C. Comparison of  real-time imaging and dispersion relation 
The effect of the stop band, which we identified in the 

constant frequency surface at 534 MHz, can also be observed 
in real time.  Figure 5 (a) shows the real-time data filtered with 
a band-pass filter around 229 MHz. As expected at these low 
frequencies the wave propagation is almost isotropic, and the 
wave front consists of concentric rings. The anisotropic silicon 
substrate causes a weak fourfold symmetry. Figure 5 (b) shows 
the filtered real-time data corresponding to a band-pass filter 
around 534 MHz [cf. Fig. 4 (b)]. In this case we observe strong 
attenuation for waves propagating in the x-direction for which 
the stop band occurs. After about 2-3 periods the waves almost 
completely disappear. 

 

 

Figure 5.  (a) Real-time data filtered around 229 MHz. (b) Real-time data 
filtered around 534 MHz, where the stop band occurs. The notation filt(Δφ) 
for the scale means the filtered value of the optical phase difference Δφ. 

V. 2D PHONONIC CRYSTALS  
 

We have also applied the same experimental techniques to 
the two 2D phononic crystal samples, and preliminary results 
were obtained. For the a≈15 μm sample, the wave fronts could 
be observed over the area of the 2D phononic crystal surface, 
as in the 1D case, and a stop band was discerned at ~250 MHz 
for x- or y- directed propagation. For the a≈6.5 μm sample, the 
holes were too close together to allow imaging over the area of 
the 2D phononic crystal surface, but we were instead able to 
measure wave fronts reflected from the structure over an 
unpatterned portion of the surface. This indicated a stop band 
in the vicinity of 550 MHz for x- or y-directed propagation. We 
are at present analysing these results by comparison with 
simulations [13]. 

VI. CONCLUSIONS 
In conclusion we have applied a real time imaging method 

to the detection of propagating surface acoustic waves in 
crystals, microstructures and 1D and 2D phononic crystals. By 
Fourier transformation the acoustic dispersion relation is 
directly obtained. So far the frequency resolution has been 
limited to ~76 MHz, the repetition rate of the laser used. In 
future the use of a lower repetition rate should allow much 
finer frequency resolution. We also intend to apply this method 
to study wave propagation phenomena on surface acoustic 
wave resonators or waveguides, and it should also prove useful 
for characterizing acoustic waves on 3D phononic crystals. 
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ABSTRACT: 
This paper reviews the ten most important things 
required to bring a thin film resonator BAW process into 
volume production. Relationships between performance 
parameters are described and some of the obstacles are 
outlined. 
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INTRODUCTION: 
The list of companies who have succeeded in 
commercializing BAW/FBAR is equally long as the list of 
those who have failed and/or given up. Within the next few 
years both lists will become a lot longer. It is remarkable 
that BAW/FBAR used to be a topic of intense R&D mostly 
in companies not previously engaged in Surface Acoustic 
Wave (SAW) filters. The schematic cross-section of an 
FBAR or SMR BAW device looks very similar to thin-film 
capacitors or micromachined pressure sensors; things the IC 
industry has been doing for two decades. Lithography 
requirements for BAW are trivial as compared to the state-
of-the-art in IC manufacturing. The idea of adding BAW to 
the technology portfolio of an IC company is an easy sell. 
However in the aftermath of this decision it is very difficult 
for management to accept that it takes so long to develop a 
BAW process and why progress in performance and 
improvement of yield is an uphill battle. In contrast to IC 
companies the major players in SAW engaged with 
BAW/FBAR very reluctantly and very late, probably 
because they had a better understanding on how difficult a 
task this may be. 
Many of the obstacles found during the development of a 
BAW process pop up as a total surprise like rocks blocking a 
winding road; very often the engineers have to turn around 
and revisit things they had considered completed long ago. 
Some examples will be given later. It is also a very common 
mistake to trust that good modeling and simulation 
capabilities will compensate for deficiencies in resonator 
performance. The truth is that there is no software that will 
allow you to build good filters if your resonator performance 
is insufficient. However it should be pointed out that 
simulations and theoretical analysis are essential aids to 
figure out how to improve the resonator performance and 
what process changes are needed. It can take much longer 
than anticipated from a first “almost working” sample to a 

mature process because the improvement of one parameter 
usually harms other parameters in an unexpected way.  
From a manager’s point of view making a BAW filter seem 
like a trivial task. I have heard comments like “How hard 
can it be? It is just 8 elements! RF-ICs have millions of 
transistors!”. True. But may I ask: how accurate is the gain 
of a transistor? 
 
THE “TEN COMMANDMENTS” FOR BAW 
 

1. Coupling coefficient 
2. Q-values 
3. Uniformity 
4. Trimming  
5. Spurious modes 
6. Temperature coefficient 
7. Passivation layer 
8. Power handling 
9. Nonlinearities 
10. Packaging 

 
I) COUPLING COEFFICIENT k2eff 
Without any doubt this parameter is the biggest challenge in 
thin-film BAW. It is quite likely that FBAR/BAW would 
have emerged ten years earlier if the deposition methods for 
piezoelectric films would have been available. Numerous 
early activities in BAW failed because the coupling 
coefficients k2eff were too low and were not reproducible. 
The method of choice for thin-film piezolayers is reactive 
magnetron sputtering. The dominant material today is 
clearly Aluminum Nitride (AlN). The entrepreneur Ken 
Lakin succeeded building the first BAW filters in small 
volumes in the mid 1990’s for military applications, but it 
was not until the late 1990’s that groups at Hewlett Packard 
(now Avago) and Siemens (now Infineon) developed sputter 
processes yielding sufficient coupling coefficients for 
FBAR/BAW filters in handset applications. A definition of 
“good enough” will be given below. The know-how and 
process for sputtering AlN with perfect c-axis orientation is 
a well kept secret by those who have succeeded. From what 
is published about AlN growth [1, 2, 3, 4] there is apparently 
no consensus about the conditions under which excellent 
film quality is achieved. It is also clear that the “best known 
process” developed on one vendor’s tool can not be copied 
to another vendor’s tool without significant rework.  



There is strong indication that the layer on which AlN is 
deposited plays an important role. The following parameters 
have been reported to influence k2

eff significantly: 
 
- material and orientation of bottom-electrode [1] 
- smoothness of bottom-electrode surface 
- chemical surface condition [3] 
 
Material science groups often present AlN results in terms of 
XRD (X-Ray Diffraction) peak-width “rocking-curve 
FWHM angle”, it is important to note that a small FWHM 
angle is a necessary condition for high coupling but it is by 
no means a sufficient condition. Even if XRD shows perfect 
orientation there can be an amorphous AlN “starting layer” 
on the bottom electrode. The X-ray signal of the amorphous 
starting layer would be hidden behind the large peaks of the 
oriented AlN. Amorphous layers between the electrode and 
the piezolayer harm a resonator badly, the effective coupling 
coefficient of a 2GHz resonator can degrade from 6.6% to 
6.3% as a consequence of an only 30nm thick amorphous 
layer. A method to analyze if an amorphous starting layer is 
present is HR-TEM (High Resolution Transmission Electron 
Microscopy). In HR-TEM it is actually possible to image 
atomic lattice planes of AlN, identify the grains and check if 
they are correctly aligned. In bad AlN one may also observe 
mis-oriented grains of large size which slowly decay the 
thicker the film grows. In such a case the starting layer is not 
really amorphous but nevertheless it is a dead zone in terms 
of coupling and will harm performance badly. 

 
Another case in which XRD would fail to detect a growth 
problem is the effect of flipped grains in AlN [3]. Flipped 
grains will counteract the actuation of their correctly 
oriented neighbors and generate “dead” regions (and 
potentially strong acoustic losses). 2% flipped grains will 
bring down coupling from 6.6% to 6.3%. 
 
Fig. 2 sketches the hexagonal crystal structure of AlN 
(Wurtzite, class 6mm) in the two possible c-axis 
configurations. Note that in both configurations hexagonal 
monolayers of Aluminum and Nitrogen exist and that it is 
therefore not sufficient to start out with the “right” material 
as a first monolayer. What distinguishes the two 
configurations is the density of Al – N bonds from the first 
Al monolayer to the Nitrogen atoms above; in the upper 
picture the area density of bonds is a factor of three higher 
than in the lower picture. In addition it is reasonable to 
assume that the nature of the vertical Al – N bonds is 
different from the three other bonds (Al is a group III 
element, N is a group V element). Without offering scientific 
proof for this hypothesis it appears that growing high quality 
AlN requires a seeding condition that provides the right 
number and type of bonds during the initial seed formation 
phase of AlN. Reference [4] discloses amorphous Silicon as 
a good candidate to improve AlN quality.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: HR-TEM image of AlN on an “as deposited” Tungsten bottom electrode as disclosed in [4] and [6], showing misaligned 
grains in the interface region. 
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Fig 2a: AlN crystal structure, c-axis pointing upwards 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2b:  AlN crystal structure, c-axis pointing downwards 
 (same as 2a but up-side-down) 
 
The most reliable and relevant evaluation of k2

eff is to build a 
simple BAW resonator that can be RF-probed. From the S-
parameter data of resonators, the frequencies of resonance 
and anti-resonance can be extracted with high accuracy. 
Very short leads must be used between the RF-probe pads 
and the actual resonator in order to avoid series inductance 
which would result in an overestimation of k2

eff. Wideband 
measurements should always be made to confirm that series 
inductance is negligible. Resonators with strong spurious 
modes can be problematic for k2

eff extraction purposes as 
those may show distorted phase slopes and will introduce 
scatter in the determination of the resonance frequencies. It 
is highly recommended to fit a BVD model to the 
measurement data rather than just detecting the zero-
crossings of the phase. 
The value of k2eff can be straight forward calculated from the 
resonance frequency fs and the anti-resonance frequency fp. 
Unfortunately not all groups working in this field use the 
same formulas. On a first look the differences are not big but 
one should keep in mind that if k2

eff drops from 6.6% to 
6.3% it can lower yield from 80% down to zero. The 
following definitions are used by various groups: 
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fp/fs = 1.0284 k2eff 
IEEE standard 6.63 % 
2nd order Taylor 6.62 % 
1st order Taylor 6.81% 
Optimist’s favorite 7.01% 

 
Table 1 shows by how much the four definitions differ for a 
good SMR-BAW. fs = 1866 MHz and fp = 1919 MHz. 
 
The IEEE standard definition is fully consistent with the 
results derived for a resonator with infinitely thin electrodes 
in classical BAW literature [5]. The reason why this 
definition is not widely used is the trouble one runs into 
when inverting the transcendent function for modeling 
purposes. The 2nd order Taylor series is a very good 
approximation and should be used as a standard. However 
most groups and tool vendors use the 1st order Taylor (or 
even the “Optimist’s favorite”) because they show higher 
values for k2eff.  
The values achieved in state-of-the-art deposition tools (on a 
regular basis and as an average over full wafer area) are  
k2

eff = 6.7% (using IEEE standard definition) for an  
SMR-BAW at 2 GHz. 
It should be pointed out that it makes no sense to benchmark 
this number against published data for mono-crystalline AlN. 
The layer stack and most importantly the electrodes used 
have a strong influence on coupling and this has nothing to 
do with the AlN quality. A properly designed layer stack can 
enhance coupling [6], a badly designed stack will degrade 
coupling. In addition to this a thin film piezolayer is laterally 
clamped and the d33 parameter of a crystal differs from a 
thin-film [1]. 
Despite the fact that ZnO has in theory a slightly higher 
coupling coefficient than AlN it has so far not been 
demonstrated as a viable alternative to AlN. The other 
prominent piezomaterial PZT is an interesting material for 
MEMS and low frequency devices as it has very high 
coupling along with extremely high dielectric constant. In 
the GHz range PZT appears to have too high intrinsic losses 
[7]. Moreover the high dielectric constant and low acoustic 



velocity would result in extremely small resonators which in 
turn would make it very hard to control acoustic behavior. 
 
II) Q-VALUES 
It is a fact that the high Q-values achieved with FBAR were 
a key advantage over SAW in the frequency range up to 2 
GHz at the time FBAR emerged on the market. In order for 
FBAR/BAW to remain competitive against SAW in this 
frequency range, the Q-values of next generation BAW 
products must improve significantly. Q = 2000 is a 
reasonable target. 
Most groups working in FBAR/BAW use their own 
definition of Q-values. While in all cases the Q-value-
definition is related to the impedance-phase-slope of a 
resonator, there are different ways to smooth and average the 
results obtained. Furthermore, the “de-embedding” of 
electrical losses can change results significantly.  
Spurious modes may be present in the surrounding of fs 
and/or fp and it is not a good idea to use local derivatives to 
calculate Q because that can lead to huge scatter in the Q-
value data extracted. A fit function based on a BVD model 
can be used to fit the slope before the extraction of Q is done. 
In a really good resonator of reasonable size (20 to 150 ohm 
impedance level) the phase-slope is steeper at fp because the 
series resistances of the RF-probes, pads and leads have no 
effect at this frequency. Whenever a resonator shows a bad 
phase-slope at fp it is most likely an acoustic loss that causes 
this problem. In order to describe a resonator properly one 
would have to define 3 different Q-values: 

- the “acoustic” Qa-value represented by the acoustic 
branch resistance Ra in Fig.3 

- Q@fs which includes the series resistance Rs 
- Q@fp which includes Rsi.  

 
 
 
 
 
 
 
 
Fig.3 shows the electrical equivalent circuit of a resonator 
know as “modified BVD” [8] 
 
In a good resonator Rsi is extremely small or zero and  
Qa = Q@fp. The best values reported to date for FBAR are 
Q>2000 [9] and for SMR-BAW are Q=2500 [10]. 
The Q-values of SMR-BAWs were extremely poor until the 
discovery was made by Infineon’s BAW group in year 2000 
that shear waves generated as a by-product of thickness 
expansional vibration will leak out through the bottom 
reflector [11]. Up to this point in time reflectors were built 
from quarter wavelength thick layers of high- and low-
impedance materials. After changing this to fix the dominant 
loss mechanism by modifying the reflector to work both for 
the longitudinal and the shear wave, the Q-values jumped 
from below 700 to above 1300 without any other concurrent 
changes.  

Hunting down the loss mechanism that presently limits Q-
values in SMR-BAWs is on the agenda of many groups. 
Attempts to explain part of the losses by lateral acoustic 
leakage or lateral redistribution currents in the electrodes 
[12] have been published. However it is not proven at this 
point in time that losses of this nature limit the Q-values we 
see in experiments. To my knowledge there is no publication 
about a method that would consistently predict the 
theoretical limit for Q for FBAR or SMR. 
 
III) UNIFORMITY 
Uniformity of layer thickness across a wafer is one of the 
obvious challenges in FBAR/BAW. Using a Mason-model 
approach one can derive the change of resonance frequency 
if a layer thickness is off target. Layer thickness uniformity 
has been discussed in many publications [13]. There are 
many aspects of uniformity that are less obvious and easily 
escape people’s attention: 

- uniformity of acoustic parameters (velocity, density) is 
equally important to thickness-uniformity. 

- Uniformity of k2
eff across the wafer is related to 

maximum yield.  
- Some types of uniformity problems can be fixed by 

trimming while others can’t. Some layers deep down in 
the stack do not change frequency by a significant 
amount but they are important with regard to acoustic 
wave dispersion.  

- Uniformity on a small lateral scale is very important. A 
change of layer thickness or material parameters within 
one resonator can kill resonator performance. Any 
unintended change of parameters between the resonators 
comprising a filter or between neighboring filters on a 
wafer will cause severe yield losses. No trimming 
method is able to fix this type of problem. 

 
While thickness uniformity, as it concerns frequency 
tolerance is somewhat overemphasized, the severity of the 
other aspects is clearly underestimated. At this point it is 
worth mentioning that many of the methods used to measure 
and map thickness are indirect and need very careful 
calibration. For transparent layers the standard tool is an 
optical spectrometer/ellipsometer. It measures thickness very 
accurately if refractive index and the optical properties of the 
layer underneath are well defined. A change in “optical 
length” is not necessarily related to “acoustical length”. 
Another example is the thickness measurement of metal 
layers. The 4-Point-Resistance method is a standard method 
in many IC fabs. The result of the measurement is the 
“Rsquare” of a metal layer which is inversely proportional to 
thickness. The conductivity is a calibration parameter. It is 
wrong to assume that conductivity is in any way related to 
the acoustic properties of the film. There is no way to 
distinguish if a change in Rsquare is related to a thickness 
changes or if conductivity has changed. The 4-Point-
Resistance method is not suited to verify the uniformity of 
metal layers for BAW. A somewhat better way to measure 
thickness is XRF (X-Ray Fluorescence). The calibration 
parameter is density and the assumption is that alloy 
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composition does not change. Thin and heavy layers can be 
measured with XRF quite well but it is not possible to 
measure multilayer stacks. The king of metrology methods 
for FBAR/BAW is Femtosecond Laser-Pulse Sonar. The 
tool measures acoustic delay time(s) of layer(s) and directly 
extracts the parameters needed for a Mason model. Even if 
the calibration parameter “acoustic velocity” is slightly off, 
the error will, to a large extent, self-correct when calculating 
the frequency. One of the nice features of this method is the 
small spot size (10 .. 20 µm) and the capability to measure 
multi-layers in one shot. 
 
IV) TRIMMING 
A typical PCS duplexer spec requires hitting a frequency 
target accurately to ±1 MHz, which is equivalent to ±0.05% 
relative error. Accordingly the layer thickness, acoustic 
velocity and density of several layers would have to be 
accurate to ±0.02% each. There is no hope to achieve such a 
high accuracy “as deposited”. As a consequence frequency 
trimming is one of the key processes in FBAR/BAW. Run-
to-run variations can be corrected by feed-forward control of 
deposition thickness. However correction of uniformity 
errors requires “localized processing”. Off-the-shelf 
trimming tools for BAW and SAW are now available and 
they are all based on local Ion-beam etching. A very narrow 
Ion-beam is scanned over the wafer surface at a controlled 
speed which determines the local removal that occurs [14]. 
The challenge in trimming is to choose the right strategy. 
Trimming for volume production is a balancing act between 
accuracy and throughput. The input data for trimming comes 
from mapping the thickness and/or frequency. The mapping 
grid must satisfy Shannon’s sampling theorem in both 
coordinate directions. The size and shape of the ion-beam is 
a very important parameter which determines the maximaum 
frequency gradient the tool can handle. Small diameter 
beams allow very large gradients but tend to have a very low 
volume etch rate which results in very long processing times. 
The stability of the beam shape over a long time is crucial 
for the accuracy the tool will achieve. 
The topmost layer from which the Ion-beam is supposed to 
removes material must be chosen considering the following 
parameters: 

- Trimming into heavy layers allows very high 
throughput but there are limitations in accuracy. Even at 
maximum scanning speed, the frequency shift can be 
larger than desired on certain spots on the wafer. The 
maximum speed and acceleration of the mechanical 
scanning system can accommodate is an important 
parameter for such a case. 

- Metal layers may grow a native oxide layer in air. The 
thickness of this layer is not predictable. In most cases 
this native oxide exhibits a different etch rate than the 
metal below. This results in strong nonlinear behavior in 
the dose versus removal curve. The worst materials to 
trim are Al alloys. Al2O3 etches factor 5 slower than the 
Al below. 

- Dielectric materials are well suited to trim very 
accurately. On the other hand, the frequency shift that 

can be obtained is very limited because suitable layers 
(SiO2 or Si3N4) have a low mass density and low etch 
rate. In general dielectric layers show excellent 
reproducibility of trimming rate. The drawback of 
dielectric layers is that their presence generally degrades 
coupling coefficient without contributing to the 
conductivity of the electrode. The maximum thickness 
of a dielectric layer is determined by how much margin, 
in coupling coefficient, a filter has. 

 
V) SPURIOUS MODES 
Spurious modes are related to lateral standing waves in a 
BAW or FBAR resonator. Only a very tiny amount of 
spurious ripple is acceptable in filters with stringent 
amplitude ripple and group delay ripple specs. Moreover the 
presence of spurious modes usually goes along with 
degraded Q-values. There are different ways to fight 
spurious modes in FBARs and in SMRs. For SMRs it is 
certain that pronounced spurious modes will show up when 
the Q-values exceed 1000 (regardless of resonator shape) 
and they will be really bad at Q = 1500. At Q<1000 most 
spurious modes will be strongly damped which smears them 
out over a larger frequency range. In fact the vibrations 
associated with these modes can be a major source of energy 
loss. In order to achieve higher Q-values, those losses must 
be confined and as a consequence the modes by themselves 
will become more pronounced. The theory behind spurious 
modes and the methods for their suppression have been 
discussed in detail in [15, 16, 17].  
As a precondition for the above referenced “border ring” 
concept, the dispersion relationship of the layer stack must 
be of “type I”. This must be kept in mind while optimizing 
the acoustic reflector stack to provide high reflectivity for 
both longitudinal and shear waves as mentioned above. In 
fact this limits the freedom in designing an acoustic reflector 
significantly. 
 
VI) TEMPERATURE COEFFICIENT 
FBARs are slightly better in terms of temperature drift than 
conventional SAWs, but not by much. SAWs, based on 
LiTaO3, have a typical TCF of -39 ppm/K, while FBARs can 
achieve around -30 ppm/K on average. SMRs on the other 
hand side utilize the inverted temperature behavior of 
(amorphous) SiO2 to obtain partial compensation of the 
temperature drift of the other materials. The Young’s 
modulus of SiO2 increases as temperature goes up [18]. In 
addition the thermal expansion coefficient is very small. An 
SMR fulfilling the above mentioned conditions for 
dispersion type and utilizing a shear wave optimized 
reflector can have a TCF as low as -19 ppm/K [19]. In the 
most demanding duplexer applications, a low TCF is 
extremely important as it allows achieving spec-compliance 
over a wider range of temperatures. Moreover a low TCF 
helps to avoid thermal runaway (a situation where self-
heating shifts the filter down and losses at the upper 
passband edge increase which in turn enhances self-heating, 
and so on) [20]. 



It is possible to further improve TCF in SMRs by increasing 
the SiO2 content and by moving the SiO2 closer to the high 
stress regions in the stack. SMRs with essentially zero TCF 
have been reported [21]. All of these approaches harm k2

eff 
massively and can only be used for filters and resonators 
with small fractional bandwidth. In order to have a zero TCF 
one would have to accept k2

eff of an SMR resonator below 
4%. 
 
VII) PASSIVATION LAYER 
The purpose of a passivation layer is to protect the 
resonators from detrimental effects caused by humidity or 
corrosive fluids. Whether they are required or not has been a 
topic of heated discussions. This question can only be 
answered after reviewing the packaging options and 
preferences for FBAR/BAW.  
The main challenge of passivation layers for BAW-SMRs at 
high frequencies is that, for acoustical reasons, one can not 
choose layers as thick as in traditional IC processes. While 
IC process typically use a combination of 300nm SiO2 with 
300nm Si3N4 on top, the maximum thickness for an SMR at 
2GHz is less than 100nm (or else the k2

eff degrades badly). It 
is possible to deposit a pin-hole free layer of that thickness. 
This layer can also serve as a “trimming layer”. 
 
VIII) POWER HANDLING 
FBAR/BAW devices endure higher power levels better than 
SAWs mainly because the electrical currents distribute more 
evenly. There are no narrow IDT fingers like in SAW which 
are prone to electromigration damage. Even though the 
minimum feature size of BAW is much larger, the current 
densities can be enormous. For a BAW at 32dB transmit 
power at the upper passband skirt (worst case scenario) the 
following observation has been made. Depending on the 
electrode materials used the combined effect of current 
density and mechanical stress will cause the electrode 
material to migrate and form rough regions on the resonator 
surface. The losses of that resonator will increase and so will 
the temperature of the resonator. As migration effects follow 
an Arrhenius type law with temperature, the damage 
accelerates and the resonator will self-destroy within 
minutes. The power handling of BAWs is a strong function 
of the ambient temperature as suggested by the Arrhenius 
law. It is very important to keep the filter chip as cold as 
possible, therefore it is necessary to provide a good heat sink. 
The key to excellent power handling is to improve the 
electro- and stress-migration properties of the weakest 
material involved. This is an exercise the SAW vendors have 
successfully completed during the last years [22]. Significant 
material research activities will be required to find an 
optimum solution for BAW. 
 
IX) NON-LINEARITIES 
The discovery of nonlinear behavior in BAW and FBAR 
was first reported in 2005 [20]. It has long been known that 
solids exhibit nonlinear stress-strain relationships at high 
stress levels [23]. The binding forces of the atoms in a lattice 

are a strongly nonlinear function of distance. This effect is 
described by the 3rd order elastic constants of a material. In 
addition to that the piezoelectric constants change as the 
crystal deforms. It should not come as a total surprise that 
the elastic constants of a material are modulated by strain 
generated by large voltage swings at high RF-power levels 
or by bias voltages. To my knowledge no complete theory 
about the nonlinear behavior of AlN based BAW resonators 
has been published. 
There are known tricks to improve the linearity of BAW 
filters. Cascading of two double sized resonators to replace 
one resonator in a filter is one of them, however this is not 
possible for all resonators in a filter as it would increase the 
size of a BAW by a factor of 4. Other tricks involve partial 
compensation of harmonic tones. 
 
X) PACKAGING. 
The fact that BAW filters can be processed on Silicon 
wafers is a big advantage for packaging. Silicon is much 
easier to handle than Lithium Tantalate or other piezo 
materials SAW filters are typically made from. Silicon is 
inherently stronger and less fragile, moreover it can be 
temperature ramped at a high rate which is a significant 
advantage over SAW. The thermal expansion coefficient of 
Silicon is small and isotropic and the heat conductivity is 
excellent. 
FBARs and BAWs need a cavity above the top electrode 
which was also true for all SAW filters until the recent 
introduction of Boundary-Wave-Acoustic Devices [24]. 
Providing this cavity in a cost efficient way is a key for 
commercial success in consumer markets. The method of 
choice is to use a Wafer-Level-Packaging (WLP) approach 
in which the cavities are created in a batch process. FBAR 
[25] and BAW WLPs [26] are in volume production and 
details are published. [25] describes a process using wafer-
bonding with a hermetic seal while [26] uses a polymer 
build-up approach which is not hermetic. The non-hermetic 
approach is potentially lower in cost but requires perfectly 
passivated resonators which do not corrode in a humid 
environment. Passivation is much easier to apply to BAW-
SMR than to FBAR because there is no bottom cavity. For 
BAW-SMR a pin-hole free protection layer on the top 
surface is sufficient. 
 
SUMMARY 
The market share that FBAR/BAW will be able to gather is 
largely dependent on how well they support RF-integration. 
It is a clear trend in the wireless industry that companies 
building phones want to source functional blocks and 
modules rather than discrete filters. For the phone 
manufacturer the filters are invisible; it is the supplier’s 
responsibility to make filters and active components work 
together smoothly. The determining factor will be whether 
SAW or FBAR/BAW will provide a more cost competitive 
solution that meets the necessary performance level. 



THE “SEVEN DEADLY SINS”  
(AND HOW MANAGERS CAN AVOID THEM) 
 
LUXURIA (extravagance) 

Choose your target markets and applications wisely. 
 

GULA (gluttony) 
Don’t build more capacity than you can fill. 
 

AVARITIA (greed) 
Don’t be “penny wise and pound foolish”; don’t try to  
save money in the wrong place. 
 

ACEDIA (sloth) 
Not applicable. Eningeers don’t have this bad habit. 
 

IRA (wrath) 
Engineers do their best to meet your aggressive  
schedules; don’t demand miracles. 
 

INVIDIA (envy) 
Don’t think your competitors were just lucky. 
 

SUPERBIA (pride) 
Know what SAW is capable of doing and what your 
competitors are up to. 
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Abstract – This paper describes the development of an air-gap 
type FBAR filter, fabricated using a thin sacrificed layer on a flat 
substrate. We focused development on the cost reduction of the 
wafer process. The formation of an air gap with a dome shape 
between the substrate surface and the bottom electrode is verified 
by both the simulation and experimental result and the possibility 
of the air-gap type FBAR structure is confirmed. Even if a thin 
sacrificed layer is used, the air gap can be formed on the flat 
substrate via stress control. Consequently, the Q-factor at the 
resonance, anti-resonance, and the effective k2 were obtained as 
1500, 1100, and 7.2 % at the 2-GHz range, respectively. The W-
CDMA duplexer is designed using the proposed air-gap type 
FBAR filters in a 3.0 x 2.5 x 0.7 mm3 ceramic package. The 
insertion losses are as small as 1.2 dB and 1.5 dB in the Tx and the 
Rx bands. 
 

I.   INTRODUCTION 
 

The study of thin film Bulk Acoustic Wave (BAW) 
technology is advanced as a filter device that plays a key role 
in broadband mobile communication systems [1, 2]. The BAW 
devices have several merits such as their high Q-factor, 
excellent electric power durability, and the possibility of 
integration with active devices by using the Si substrate 
compared to commercially widespread SAW devices. In 
various applications, the Wideband Code Division Multiple 
Access (W-CDMA) system requires an extremely low 
insertion loss, in other words, the demand for BAW devices 
becomes inevitable. 

The BAW device includes a laminated structure, which 
consists of a top electrode film, a piezoelectric film, and a 
bottom electrode film. The laminated structure is formed on a 
substrate. In BAW device configurations, two structures are 
proposed in order to prevent acoustic emission into the 
substrate. The first is the membrane type, which creates a 
cavity by using Micro Electro Mechanical Systems (MEMS) 
fabrication under a bottom electrode. The other is the acoustic-
mirror type, which installs an acoustic reflector consisting of 
multi layer films under a bottom electrode. The former is called 
a Film Bulk Acoustic Resonator (FBAR) [1], while the latter is 
called a Solidly Mounted Resonator (SMR) [2]. In general, the 
FBAR configuration, in which the resonator is isolated 
acoustically by the air gap, has the obvious advantage of better 
energy confinement compared with the SMR.  

We have developed AlN film-based FBAR filters employing 
resonator configuration with a vertical via-hole, fabricated 
using deep-RIE technology [3]. We have also studied the 
properties of ruthenium (Ru) to be suitable for use as an 
electrode material [4], and proposed an AlN just-etched FBAR 
structure to reduce the lateral-leakage of acoustic waves and 
enhanced FBAR performance [5]. We recognize that not only 
development to improve the resonant characteristics but also 
the realization of a cost effective process, which leads to the 
supply of a low-cost device, is significant in terms of spread of 
the FBAR within the 2-GHz range system, which is occupied 
by the SAW filters.  

We propose an air-gap type FBAR filter, fabricated using a 
thin sacrificed layer on a flat substrate in this paper. The air 
gap is formed under a bottom electrode by utilizing the stress 
of the film, which is an FBAR composition. We believe that 
the process involved in constructing this structure is cost-
effective. 
 

II.   STRUCTURE OF THE AIR GAP 
 

There are mainly two procedures used to form the air gap 
under a bottom electrode, which is the main feature of FBAR, 
as shown in Figure 1. Figure 1(a) shows the cross-sectional 
structure of FBAR with a cavity. The outline of the wafer 
process is as follows. The first step involves the cavity being 
formed and filled with the thick sacrificed layer. In the second 
step, the substrate surface is polished smoothly using chemical 
mechanical polishing technology. The third step sees the 
bottom electrode film, the piezoelectric film, and the top 
electrode film each stacked and patterned before finally, the 
sacrificed layer is etched to form the cavity. Figure 1(b) shows 
another structure with a vertical via-hole, which is formed at 
the final step. The method of fabricating a vertical via-hole 
involves etching a Si substrate from the rear side, using deep-
RIE technology. The MEMS process technologies are used in 
both structures. As we mentioned above, the former structure 
contains several steps used to form the air gap. Alternatively, 
the latter incorporates a simple process, but includes 
photolithography and processing on the rear side of the 
substrate with high accuracy. Consequently, a relatively high 
production cost may be required. Of course, not all structures 
have problems relating to features for practical use. 
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(a) Cavity type                              (b) Via-hole type      

Fig. 1  Conventional structure of FBARs (side view). 
 
We understand that constructing a simple structure with an 

easy process is important for cost reduction. With this concept 
in mind, we propose a simple procedure to form a dome-
shaped air gap, as shown in Figure 2. This features a slight air 
gap, formed under a bottom electrode and fabricated using a 
thin sacrificed layer, with the procedure summarized in Figure 
3. The outline of the wafer process is as follows. In the first 
step, a thin sacrificed layer is formed on a flat substrate of a Si 
wafer. Other materials such as the glass can be used as a 
substrate. Next, the sacrificed layer is patterned into a desirable 
shape by photolithography and etched, as shown in Figure 3(a). 
Subsequently, the bottom electrode film, piezoelectric film, 
and top electrode film are sequentially formed by sputtering. 
Compressive stress is applied to the laminated structure by 
controlling the sputtering condition. Each layer is patterned 
into a desirable shape by photolithography and etched, as 
shown in Figure 3(b). An overlapping region of the top and 
bottom electrodes through the piezoelectric film is ellipse-
shaped to avoid unwanted resonances of lateral modes. The 
sacrificed layer has a patterned shape, similar to the shape of 
the overlapping region of the top and bottom electrodes. In the 
final step, the sacrificed layer is etched and removed. 
Subsequently, the compressive stress acts within the laminated 
structure, which consists of the bottom electrode, the 
piezoelectric film, and the top electrode. As a result, the 
laminated structure expands upward and a dome-shaped air 
gap is formed. The key point of development is to ensure that 
this air gap is formed effectively because there is a fear of 
sticking if only deleting the sacrificed layer. In order to avoid 
the sticking problem, a thick sacrificed layer is usually 
prepared. However, the quality of the AlN film represented by 
full width at half maximum of the rocking curve, which is one 
of the most important factors in determining the FBAR 
performance characteristics, is expected to be deteriorated 
because the surface roughness of the sacrificed layer loses its 
smoothness. 

 
 
 
 
 
 
 

Fig. 2  Structure of proposed air-gap type FBAR. 

 
 
 
 
 
 
 

(a) Sacrificed layer formation 
 
 
 
 
 
 

(b) Each layer of FBAR is stacked and patterned 
 
 
 
 
 
 

(c) Air gap formation 
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Fig. 3  Fabrication processes of air-gap type FBAR. 
 

III.   SIMULATION 
 

The possibility of the air gap formation with the thin 
sacrificed layer was examined. We simulated the three-
dimensional shapes of the membrane that was obtained when 
the stress of each film, bottom electrode, piezoelectric film, 
and top electrode was changed by using the finite element 
method. Figure 4 shows the air-gap type FBAR structure used 
for the simulation. The region where the top and bottom 
electrodes overlap is ellipse-shaped, with dimensions of 250 
um for the long axis and 180 um for the short axis, respectively. 
The relationships between the maximum membrane height and 
the film stress are as shown in Figure 5. Here, the film 
thickness of the sacrificed layer is assumed to be several ten 
nm, and the top and bottom electrodes are equal in terms of 
film thickness and stress. It is clear that the height of the 
membrane has risen as the compressive stress of either the 
electrode film or piezoelectric film increases. In addition, it is 
remarkable to see a high air gap obtained compared with the 
film thickness of the sacrificed layer. 
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Fig. 4  Simulation model for the air-gap type FBAR. 
 
 



A membrane shape of the simulation result is shown in 
Figure 6(a). Figure 6(b) is a cross-sectional view taken along a 
line A-A’ in Figure 6(a). The displacement magnitude in the 
direction of height is shown by a contour line. We confirmed 
that a dome-shaped air gap was successfully formed under a 
bottom electrode. It is understood that the maximum 
displacement part shifts to the bottom electrode side. We 
confirmed that an air gap could be formed by the stress control 
through the structural examination and the simulation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  Simulated maximum membrane height. 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) oblique view 
 
 
 
 
 
 
 

(b) Cross-sectional view 
Fig. 6  Membrane shape from simulation result. 

 
 

IV.   EXPERIMENT 
 

We fabricated an air-gap type FBAR in order to prove our 
concept. Ru and AlN were chosen as the electrode and 
piezoelectric materials, respectively. Each film was deposited 
via sputtering with different sputtering pressure to control the 
film stress. This technique is often used and is not special. 

Figure 7 is a micrograph of the air-gap type FBAR.  
The three-dimensional measurement result of membrane 

shape is shown in Figure 8. Figure 8(a) is a top view of the 
contour line, while Figure 8(b) is a cross-sectional view taken 
along a line B-B’ in Figure 8(a). It is understood that the actual 
sample shape corresponds well to the simulation result. 
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Fig. 7  Micrograph of top view of the air-gap type FBAR. 
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(b) Cross-sectional view 
Fig. 8  Measurement result of membrane shape. 

 
Figure 9 shows the result of examining the influence of the 

film stress on the maximum height of the membrane. Here, the 
top and bottom electrodes are equal in terms of film thickness 
and stress applied, the latter of which is about -1 GPa. The 
stress to which the AlN film is subject meanwhile, is about -
170, -200, and -230 MPa, respectively. It was clarified that the 
height of the membrane is dependent on the magnitude of the 
compressive stress. This tendency corresponds well to the 
simulation result. The possibility of the air-gap process is 
confirmed by both the simulation and the experiment, 
simultaneously. An appropriate film stress enables us to 



achieve high production reproducibility. 
We discuss electrical performances. Figure 10 shows the Q-

circle of 2-GHz FBAR, with the air-gap and via-hole types 
compared. The solid and broken lines indicate the air-gap and 
the via-hole type FBAR, respectively. We confirmed that the 
same characteristics could be obtained for both types of FBAR. 
The measured data was fitted to a Modified Butterworth-Van 
Dyke (MBVD) model [6]. The extracted resonator parameters 
are the loaded Q-factor of 1500 at the resonance, 1100 at the 
anti-resonance, and the effective k2 of 7.2 %, respectively. The 
advantage of the air-gap type FBAR was indeed confirmed.  

Finally, the application example is presented. The W-
CDMA duplexer was designed by using air-gap type FBAR 
filters. The air-gap type Tx and Rx filters are mounted in a 3.0 
x 2.5 x 0.7 mm3 ceramic package. Figure 11 shows the 
measured frequency responses. The insertion losses of the Tx 
and Rx filters were 1.2 dB and 1.5 dB, respectively. Thus, we 
successfully developed a competent air-gap type FBAR filter 
for the W-CDMA duplexer. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9  Measured maximum membrane height. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10  Q-circle of fabricated 2-GHz FBAR. 
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Fig. 11  Frequency response of W-CDMA duplexer. 
 
 

V.   CONCLUSION 
 

We proposed an air-gap type FBAR filter, fabricated using a 
thin sacrificed layer on a flat substrate. We evaluated the 
suitability of this structure for the cost reduction of process. In 
order to form an air gap, we investigated the influence of the 
film stress, which is applied to the top electrode film, 
piezoelectric film, and bottom electrode film, respectively. 
Consequently, it was confirmed that the compressive stress of 
each film was significant to form the air gap via the simulation 
and experiment. The excellent characteristic could be verified, 
even if using a process that was suitable for the cost reduction. 
The Q-factor at the resonance, anti-resonance, and the effective 
k2 were obtained at values of 1500, 1100, and 7.2 % within the 
2-GHz range, respectively. We successfully developed a W-
CDMA FBAR duplexer based on this structure with insertion 
losses of 1.2 dB and 1.5 dB in the Tx and the Rx bands. 
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Abstract — During the last years the progressing integration of 

low-noise amplifiers into the transceiver chipset has driven the 

demand for (W-)CDMA duplexers that provide a balanced 

output signal at the receive port. Surface acoustic wave (SAW) 

filters can provide this mode-conversion functionality without 

any increase in processing complexity, however, for the closely 

separated receive and transmit bands of US-PCS (Band II) the 

steep roll-off and demanding power handling requirements make 

the design of a pure SAW based PCS duplexer not straight 

forward. On the other hand, bulk acoustic wave (BAW) devices 

have over the last couple of years proven their strength in 

particularly these disciplines. In this paper we present a hybrid 

SAW/BAW PCS duplexer that combines the mode-conversion 

properties of SAW with the steep skirts and superior power-

handling capabilities of BAW filters. Both acoustic components 

have been integrated on a 3.0x2.5mm² LTCC substrate in which 

all the necessary matching components have been embedded.  

Keywords – CDMA Duplexer, BAW, SAW, Mode Conversion 

I.  INTRODUCTION 

 

During the last decade the demand for ever smaller yet 

more capable mobile phone handsets has led to a dramatic 

reduction in both the size as well as the functionality of the 

various components on the circuit board. In many cases, this 

has made the development of new technologies necessary. 

One example for this is the antenna duplexer in CDMA 

telephone systems. This component serves as a passive cross-

over network that directs RF-signals from the power amplifier 

(in the transmit or so called TX path) to the antenna while at 

the same time incoming signals from the antenna are directed 

to the low-noise amplifier (in the receive or RX path). The RX 

and TX paths use distinct but close-by frequency ranges that 

allow the simultaneous up- and downlink of RF-signals to and 

from the base station. The huge difference in the power level 

of the received and transmitted signals of up to 120dB leads to 

very demanding requirements on signal isolation, near-by 

selection, insertion loss and power durability of the duplexer. 

The basic building blocks of any duplexer are therefore two 

high-quality band-pass filters for the RX and TX frequency 

bands, respectively, and a proper matching network between 

them and the antenna. 

 

One of the most demanding frequency bands for duplexers 

is the US-PCS or WCDMA Band II with its narrow gap of 

only 20MHz between the TX (1850-1910 MHz) and RX bands 

(1930-1990MHz). Until recently, the large temperature coeffi-

cient of high-coupling SAW substrates (like lithium tantalate 

or even worse lithium niobate) made this application inacces-

sible for SAW based filter solutions. 

 

 Until the end of the ninetieth, the only technology that 

was able to fulfil the demanding PCS specifications with an 

acceptable size for mobile handsets have been ceramic 

resonator type components. They make use of electromagnetic 

resonances (cavity modes) and are therefore quite large. 

 

Around 2000, the first bulk acoustic wave based PCS 

duplexer components emerged [1] and showed due to the 

excellent quality factor of the BAW resonators a similar 

performance to ceramic components. Even though their 

footprint was initially not much smaller than the one of their 

ceramic counterparts they soon gained market share because 

of their significantly lower overall height of <2mm.  In the 

mean time the size of these components has been systematical-

ly reduced to 3.8x3.8x1.3mm³ for high-volume applications 

and first data of duplexers with even smaller sizes have been 

presented [2]. At present, BAW PCS duplexers have more or 

less completely replaced ceramic duplexers in CDMA mobile 

phone handsets. 

 

II. MODE-CONVERTING DUPLEXERS 

 

The upcoming integration of low-noise amplifiers into the 

transceiver chipset and a trend towards cheaper CMOS based 

front-end architectures has created a strong demand for mode-

converting filtering and duplexing components. If the single-

balanced conversion is done in the traditional way (i.e., using 

a balun, e.g., in the form of a transformer) then there are 

basically two points where the balun can be positioned: either 

between the common TX/RX feed to the antenna and the RX 

filter (which in this case must then be a balanced-balanced 

type filter) or after the (single mode) RX filter. In the first 

case, the balun is an integral part of the duplexer and 

particularly of the intricate matching network between the RX 

and TX filters. It therefore needs to be carefully designed and 

matched into the system. In the second case, the design of the 

balun is somewhat more simple because it acts only as the 

mode- (and possibly impedance-) converting unit in a chain of 



matched RF-components. However, in both cases discussed 

above, the conversion of the signal mode is linked with a 

signal loss due to mismatch and intrinsic losses in the balun. 

 

A smart way of avoiding these balancing losses is the use 

of mode-converting band-pass filters. Both bulk acoustic as 

well as surface acoustic wave components provide this option, 

however, with significantly different impact on the design 

and/or manufacturing complexity. Whereas the signal 

balancing in SAW is established “simply” by wiring the 

various resonators and DMS (Double Mode SAW) tracks in an 

appropriate way, the mode-converting stacked crystal filters 

(SCF) or coupled resonator filters (CRF) necessitate the 

manufacturing of two properly coupled BAW resonators on 

top of each other [3-5]. This more or less doubles the 

photolithographic mask count, increases process complexity 

and poses significant challenges to the trimming strategy for 

these devices. 

 

Since we at EPCOS are in the position of having both 

SAW and BAW filter technologies in-house, we chose to 

follow the way of a hybrid integration of a mode-converting 

SAW RX and a single-ended BAW TX filters. The integration 

platform is our Chip-Scale SAW Packaging (CSSP) line [6], 

which is based on a low-temperature co-fired ceramic (LTCC) 

carrier. The advantage of this material is that the various 

matching components needed for a proper matching of the two 

filters can be embedded with excellent quality and good 

reproducibility in the LTCC. 

 

III. MODE-CONVERTING SAW RX-FILTER 

 

 The design challenge for the Band II RX SAW filter lies 

particularly in the steep roll-off requirements especially on the 

low-frequency filter skirt. Due to the larger temperature 

coefficient of frequency (TCF) of -35ppm/K for uncompen-

sated lithium tantalate (LT) based SAW resonators a larger 

safety margin to the passband edge is required. Fortunately, 

this situation is somewhat relieved at the low-frequency 

passband edge because the filter insertion loss improves for 

lower temperatures. This means that for lower operation 

temperatures the filter characteristic does shift upwards in 

frequency, but at the same time also shifts to lower insertion 

losses. This results in an “effective TCF” for the lower filter 

edge that can be significantly smaller than the intrinsic one. 

 

In our design approach a standard LT SAW production 

process without additional expenses for the reduction of the 

temperature coefficient of frequency was used. The remaining 

effective temperature frequency drift and required manu-

facturing margins necessitate a steep filter skirt (from -3.5dB 

to -50dB) of better than approx. 12MHz. Further requirements 

for the RX filter of this duplexer are the transformation of the 

single-ended input signal to balanced mode at the output and 

sufficient power durability in the frequency range of the 

transmission band. In order to fulfill this variety of demands a 

combination of DMS filter and reactance filter was chosen. 

The balun functionality is realized by a 5IDT DMS track at the 

output. This design technique aids in the creation of a steep 

skirt of the RX filter and leads in general to excellent 

wideband behavior. The drawback of a somewhat limited 

power durability is compensated by adding several resonator 

structures at the antenna side. In order to achieve a good 

manufacturing stability all IDT (Inter Digital Transducer) 

finger structures are processed within one metallization layer 

of an Al-Cu sandwich structure. This electrode system allows 

a good insertion loss and a steep and stable skirt due to a low 

IDT finger resistance. The resulting limitations with respect to 

power durability for this metallization type were solved by 

optimizing the size of the resonator structures. 

 

IV. SINGLE-ENDED BAW TX FILTER 

 

We have already mentioned above, that BAW filters are 

currently the dominant filter technology for Band II duplexers. 

The advantages of using a BAW filter in the TX path are in 

particular: 

• Good power handling capability: With respect to TX self-

heating, the worst-case situation arises with a RF-signal 

transmission at the uppermost TX channel with a maximum 

radiated power of 500mW at the antenna and a typical 

signal attenuation of 3dB. In this case, the dissipated power 

in the BAW filter can be several hundred milliwatts. These 

power levels can be readily handled with BAW resonators, 

given that the resonator areas are appropriately designed and 

the filter die is properly connected to the circuit board via a 

heat sink. The reason for this lies in the large and robust 

electrode design of bulk resonators. 

•  Steep filter skirts: Even though the (intrinsic) TCF of AlN-

based BAW filters in typically better than -20ppm/K the 

high-frequency shoulder suffers from the opposite effect as 

the low-frequency shoulder (c.f. the discussion in paragraph 

III). In this case now leads an increase in operation 

temperature to a downwards shift in frequency of the TX 

filter curve while at the same time the insertion loss 

increases. A proper design of the high-frequency filter 

shoulder with the goal of low insertion loss and steep roll-

off is therefore extremely important. 

• Low insertion loss: The higher quality factors of BAW 

resonators allow a somewhat lower insertion loss of the TX 

filter. Since the attenuation of the filter contributes a 

significant part to the losses in the TX path any 

improvement in filter attenuation translates directly into 

longer operating time of the mobile phone. 

 

The design of the BAW filter is a ladder type with four 

series and three shunt resonator sections. In order to improve 

the power handling capability of the filter, all the series 

resonators have been doubled-up. The BAW technology used 

to manufacture the filter is a solidly mounted resonator (SMR) 

type process with AlN as the piezoelectric layer as described 

in [7]. 



 
 

Fig. 2: Zoom-in on Fig.1 to show the in-band attenuation  

 

Fig. 3: TX-RX isolation 

 
 

Fig. 4: TX (red) and RX (blue) matching curves 

V. CSSPLUS PACKAGE 

 

As already mentioned above, the packaging of the two 

filter dies is done with EPCOS’ proprietary CSSP process in 

its second development step, called CSSPlus. This packaging 

technology has proven over the last six year to be very 

reliable, scaleable, and most suitable high volume production. 

In addition, with advanced multi-domain simulation tech-

niques (acoustic and electromagnetic, c.f. [8]), the number of 

redesign cycles has been significantly reduced over the last 

years and that has brought us significantly closer to a “first-

time-right” design strategy. Note that the results presented 

here correspond to a part from the very first demonstrator run. 

 

For the purpose of packaging, both acoustic dies are flip-

chip mounted onto the LTCC carrier in which all necessary 

matching components have been integrated. The solder bumps 

are provided on the LTCC side by screen-printing. Please note 

that the pick-and-place during flip-chip assembly is the only 

sequential production step involved during the manufacturing 

process of the duplexer. After the reflow of the solder joints, a 

protective polymer foil is laminated over the dies and pat-

terned using a laser. The package is then hermetically sealed 

by sputtering a plating base over the foil and galvanically rein-

forcing the metallic sealing. The duplexers are finally separa-

ted by sawing the LTCC panel. The final overall height of the 

duplexer is 1.3mm. 

 

VI. DUPLEXER  PERFORMANCE 

 

The measured characteristics of the 3.0x2.5mm² mode-con-

verting PCS CDMA duplexer are shown below. The specs 

shown are EPCOS-internal design goals. The part has been 

measured on a PCB with a soldered 15nH coil at the RX bal-

anced port. The first two figures depict the TX and RX filter 

functions. The in-band attenuation is quite good over most of 

the passband, even though some adjustment of the centre fre-

quency position of both the TX and RX filter is necessary.  

 

The TX-RX-isolation shown in Fig. 3 is also excellent, 

particularly over the TX band. A moderate increase in the 

stopband attenuation of the TX filter should improve both the 

TX rejection as well as the isolation at the RX high-channel. 

 

Fig. 4 shows the RX and TX reflection curves. They do 

not yet fulfil the return loss goal of -10dB. However, this is 

mostly due to somewhat off-target impedance levels of the 

filter dies. By redesigning the resonator areas and – if 

necessary – optimizing the internal matching components in 

the LTCC a return loss of better than -10dB is feasible. 

 
 

Fig. 1: TX (red) and RX (blue) transmission curves 



 
The wideband behaviour (c.f. Fig. 5) is also very good. 

Only the 2
nd

-harmonic suppression at 3.8GHz needs some 

optimization. And finally, the symmetry of the mode 

conversion at the RX port is shown in Figs. 6 and 7. The 

signal symmetry meets the design goal of better than +/-1dB 

and the phase symmetry is better than +/-10 degree over the 

whole PCS band.  

 

 
 

VII. CONCLUSION 

 

We have presented a 3.0x2.5x1.3mm³ fully matched 

mode-converting US-PCS CDMA duplexer based on the 

hybrid integration of a mode-converting SAW RX filter and a 

single-ended BAW TX filter. The integration platform is 

LTCC, in which all the necessary matching components have 

been embedded. Already the first samples from the 

demonstrator run show an electrical performance that fulfils in 

most parameters the design goals. The next steps in the 

commercialization of this component (besides a redesign to 

finally meet the electrical specifications) will be an intensive 

quality testing of the parts (humidity storage, high-power, 

temperature cycling, etc.) and a characterization with respect 

to non-linear behaviour.  

 

Last but not least, we would like to mention, that the 

presented hybrid SAW/BAW integration strategy is of course 

not limited to fully matched single-duplexers but can also be 

implemented in more sophisticated components like 

quintplexers, PAiD or full RF front-end modules [9].  
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Fig. 6: Amplitude symmetry of balanced signal at RX port 

 

Fig. 5: Wideband insertion attenuation 

 
 

Fig. 6: Phase symmetry of balanced signal at RX port 



Wafer Level Packaging (WLP) of FBAR Filters 
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Abstract — Although Wafer Level Packaging (WLP) was 

first introduced  in the 1980’s, the first publication 
describing WLP for FBAR and BAW devices was in 1999 [1]. 
In 2002, Agilent/Avago published their version of WLP to 
create microcapped FBAR devices [2]. And in 2004, Infineon 
described their version of microcapped BAW devices [3,4]. We 
describe some of the hermeticity tests and STRIFE tests 
developed for the evaluation of the microcapped FBAR filters. 

I. INTRODUCTION 

Microcapped FBAR filters first appeared in the literature 
in 2002 and found their way into cell phones a year later. 
Their introduction into high volume commercial products 
was a paradigm shift in the packaging of moisture sensitive 
devices. Until 2003, devices such as SAW resonators and 
filters, BAW resonators and filters and Quartz crystal 
resonators were packaged in ceramic packages. The lid was 
constructed of either a ceramic or metal material and was 
typically sealed to the package via a seam sealing technique 
or soldering technique to create a hermetic, highly moisture 
resistant, environment. The electrical leads were brought 
out through the ceramic package. Motivation for making 
microcapped wafers was explained in an earlier paper [5]. 

 
II. TYPES OF WLP FOR FBAR AND BAW DEVICES 

 
At the time of this writing, there are two companies 

selling BAW or FBAR devices using WLP in high volume – 
Infineon and Avago. The former company utilizes an 
organic seal, SU8, a negative, epoxy -type, photosensitive 
resist [6] that is extremely viscous and when applied to the 
wafer and patterned and cured leaves tall well-defined walls. 
In the “Infineon” process, the BAW device (a thin film bulk 
resonator –or FBAR – is deposited and formed on a stack 
of matched dielectric and metal layers that form a Bragg 
reflector). After the BAW device has been processed, a 
thick layer of SU8 is applied, patterned and partially cured. 
It is the Author’s understanding that the wafer is then 
singulated, pick & placed onto a daughter board where the 
device pads are connected by wire bonds to pads on the 
daughter board. A silicon lid is then placed on top of the 
slightly sticky SU8 and more heat is applied to form a 
stronger attachment between the SU8 walls and the silicon 
lid. 

Strictly speaking this is not Wafer Level Packaging. Only 
the walls are formed “en masse” while the devices are in 
wafer form. A newer generation Infineon process utilizes a 
sacrificial material to be placed on top of the BAW devices 
such that a SU8 layer can be placed on top, thus creating a 
protected region. This newer process is truly a WLP 
process. However, it is unknown to the Authors if this 
technique is in high volume manufacturing. 

The Avago (previously Agilent and HP) approach is 
different and is a true WLP technique. Rather than using an 
organic epoxy as the bond, we use a “cold weld” technique 
using a high-pressure, high-temperature, wafer-to-wafer 
bond process to attach two wafers together and form a 
hermetic seal between the two wafers. The use of silicon as 
the “cap” wafer allows us to take advantage of the 
tremendous contributions from the MEMS field including 
deep silicon etching with high aspect walls and other 
MEMs techniques. In particular, using commercially 
available deep silicon etchers allow vias to be formed 
through the cap wafer.  

There are several advantages inherent to this wafer-to-
wafer bonding approach: 1) produce a high volume reliable, 
robust hermetic seal, 2) the ability to reduce chip area by 
“folding” the pads for the wire bonds back into the center 
of the device, and 3) the ability to integrate both passive 
and active devices into the lid. 

Since both the Infineon and Avago approaches are in 
high volume, the level of hermeticity required by the end 
user (the cell phone manufacturer) is met by both 
techniques. The ability to “fold” the pads back into the 
center of the die gives an area advantage to Avago 
Microcap technique over both types of SU8 techniques – 
where the pads must be located on the periphery. 

 
III. BACKGROUND ON HERMETICITY  

 
Evaluation of the integrity of a hermetic package 

historically was performed by either or both fine and gross 
leak techniques.  Gross leak detection is typically done by 
placing the device into a liquid and looking for bubbles. For 
fine leaks, a helium “bomb” technique was used where the 
packaged device was exposed to high pressure helium and 
then placed into a vacuum chamber to see if there was a 
residual leak of helium out of the package. Unfortunately, 



neither technique works for microcapped FBARs, due to the 
very small volumes (~ 0.003 mm3). Instead the shift in 
frequency of the FBAR filter is used as an indicator of 
whether the device was hermetically sealed or not. FBARs, 
like both SAWS and BAW (quartz and SMR [3]) devices 
have metal electrodes that can and will react to moisture.  
Conventional silicon nitride passivation is not compatible 
with Avago’s FBAR processing.  Aluminum nitride is 
employed as passivation but does not provide adequate 
protection and can –in non-hermetic instances – react with 
moisture.  Even the slightest uptake of oxygen into the 
metal or aluminum nitride passivation can and will mass 
load the resonators that make up frequency devices and 
thus change its frequency. 

The aluminum nitride passivation layer necessitates that 
the packaged device be truly hermetic.  Non-hermetic 
packaging could potentially lead to catastrophic field 
failures. Harsh environmental conditions are employed 
using heat and moisture to accelerate failures, i.e. measured 
as frequency shift of devices after exposure.  

A typical 6 inch wafer has fifteen thousand devices 
(assuming 1mm2 average die area). The bad news is that 
even an average of one bad part per wafer (one out of 
15,000) got into a customer’s phone, it would introduce 66 
defects per million (DPM). Random pairing of a Tx die and 
Rx die (from two different wafers) in duplexer products 
double the DPM to 132 dpm and for the five filter 
Quintplexer products –> 330 dpm! 

IV. HERMETICITY CRITERIA  

The “good news” is that with an average of 15,000 die per 
6” wafer (a WLP wafer), there is also the ability to gather a 
considerable amount of data per wafer and obtain insights 
based on solid statistics. One can use this to evaluate the 
relative merits of any process flow change on hermeticity.  
On wafer testing is very quick, uses testers in an identical 
way as they would be used in production (i.e. utilizes 
existing infrastructure) and the quantity measured – 
frequency shift – is a very sensitive measure of any 
degradation from a lack of hermeticity. 

Moisture (humidity) accelerated by heat is the main 
culprit in frequency shift.  High temperature storage (HTS) 
alone without the presence of moisture has not resulted in 
failure from 1000 devices stressed from 15 non-consecutive 
product lots.  

Additionally harsh thermal cycling is considered a very 
challenging test that was thought to be very difficult to 
pass.  Various conditions derived from JEDEC standards 
have been successfully evaluated.  The harshest is liquid-
to-liquid thermal shock rapidly transitioning from -65C to 
+150C typically in less than 10 seconds, involving repeated 
dipping of parts (on the order of hundreds of times in rapid 

succession) into hot liquid and then into a cold liquid.  
Hot/cold immersion of parts applies stresses on the 
microcap seals and, might create cracks and thus expose 
parts to moisture with the resultant frequency shift. Avago 
products have repeatedly shown no issues with respect to 
this test.  Typical data from exposure to 1000 cycles of 
thermal shock is shown in Table 1 below, as well as other 
common environmental stress conditions. 

 
Table 1-Thermal stress results 
 
Stress Test  Stress Condition Duratio

n 
Results 

Temperatur
e Cycling 

-55°C /+125°C,  
15 min dwell,  
10min transition 
time 
(JESD22A-104B, 
Cond B) 

1000X 
0 failures of 
1550 units 

stressed 

Thermal 
Shock 

-65°C /+150°C,  
15 min dwell,  
<1min transition 
time 
(Liquid-liquid) 

1000X 
0 failures of 
1000 units 

stressed 

High 
Temperatur

e Storage 
Ta=+125°C 1000hrs 

0 failures of 
1000 units 

stressed 
Low 

Temperatur
e Storage 

Ta=-40C 1000hrs 
0 failures of 
1000 units 

stressed 

 
The useful life requirements vary from customer to 

customer but are typically less than 1000ppm for 7-10 year 
operation between 30°C ambient and 60-70%RH. The test 
conditions employed in demonstrating moisture robustness 
(with some variations depending on the customer) are i) 
MSL rating, ii) 1000 hours at 85°C at 85% relative humidity 
(85/85) and  iii) 72-96 hours in autoclave (121°C at 100% 
relative humidity).   MSL stands for Moisture Sensitivity 
Level and is a test of how well the part will survive 
assembly (including soldering to a printed circuit board) 
after seeing moisture. A MSL rating of 3 tells the customer 
that the parts can be left on the line for up to 168 hours 
exposed to the ambient moisture and still be “solderable” to 
the motherboard during assembly MSL ratings are applied 
to the packaged part (including the pc board, the epoxy, die 
attach and the microcap’d die) that has been “soaked” in 
moisture and then run thru IR reflow, a high temperature 
process step that is used by the vendor to attach all of the 
components onto the mother board of the phone. Moisture 
absorbed by the printed circuit board and the epoxy can 
cause delamination  and “popcorning” types of failures not 
related to the microcap process. In contrast, the 
temperature/humidity tests look only to see if there is a 
slight frequency shift after the strife. Our goal is to have an 



MSL rating no worse than the pc boards that they go on. 
However, to test the integrity of the microcap’d parts we 
use the more harsh tests such as 85/85. 

Due to the length and sheer number of parts evaluated, 
Avago has employed 95C/98%RH and autoclave 
(121C/100%RH) as highly accelerated conditions for rapid 
process and new product evaluation/qualification. 95°C and 
98% relative humidity is approximately 2.6 as accelerated a 
stress condition compared with the commonly specified 
85°C/85%RH (due to different observed failure mechanisms 
between parts failing at 85/85 (or 95/98) vs autoclave, we 
cannot assign an acceleration factor between autoclave and 
85/85). Failure rates are often expressed in terms of failures 
per million components operated for 1000hrs (FIT – Failures 
in Time in units in 10^9 hours).  Avago’s combined data 
from various reliability stress conditions results in a 90% 
confidence interval of 60 FITs (or 60 failures out of one 
billion hours of operation  
 

V. ANALYSIS AND RESULTS 
 

Table 2 shows the various ratings in our case and the 
various humidity tests used for strife and for qualification.  
Our parts are rates at MSL3 for assembly purposes. Data on 
the various performances of each strife test is also given in 
Table 2. The very large number of tested parts at 95/98 was 
the result of studies over the past 3 years and represents 
parts from all of our FBAR microcap’d FBAR lines. 

Figure 1 shows a typical failure. This is a Band I UMTS 
duplexer whose Tx frequency shifted 2.5 MHz after 18 hours 
of autoclave. 
 
Table 2-Moisture Robustness 
 
Stress Test  Stress Condition Duratio

n 
Results 

MSL 
(Moisture-
sensitivity 
level) 

30C/60%RH 

 
1 wk  

Level 3 

85°C/85%RH 
(JESD22A-113B) 

 
1000hrs 

0 failures of 
1500 units 

stressed 
Temperature
-Humidity  

95°C/98%RH 
 

96hrs 

311 failures 
from 

585,750 units 
stressed 

 
Autoclave 121°C/100%RH 96hrs 

3 failures of 
1500 units 

stressed 

 
Sometime in the middle of 2007, Avago will surpass the ½ 

billion FBAR filters sold to handset and data card 
manufacturers.  Typical dpm (defects per million units 

processed) for all failure modes reported by our customers 
averages around 50 dpm.  

With the advent of FBAR in high volume, hermetic WLP 
technology has demonstrated viability and maturity. 
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Figure 1 A typical failure due to hermeticity. 
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Abstract  —  This paper discusses the opportunities  for 
integrating Bulk-Acoustic-Wave devices in to System-in 
Package (SiP) concepts, providing the smallest size and 
lowest cost in the end application. In future multi-mode 
wireless applications the main challenge lies in the front-end, 
where many high-performance filter/duplexers are needed to 
connect signals from several antennas to a single software-
defined System-on-Chip (SoC). Minituarisation, 
reconfigurability and cost reduction are the key challenges. A 
novel low-cost IC process is developed to realise high-Q BAW 
resonators. Combined with advanced SiP technologies future 
challenges in (multi-mode) front-ends can be addressed. A 
couple of examples will be shown of recent developments at 
NXP Semiconductors.  
 

Index Terms  — Bulk-acoustic-Wave (BAW) resonators, 
filters, System-in-Package (SiP), RF Front-ends, Passive 
Integration. 

 

I. INTRODUCTION 

 
Advanced system integration will be one of the key 

trends in wireless applications in the upcoming year. This 
is particularly true in cellular handsets, where the number 
of features grows very rapidly and where the key-value-
drivers are size and cost. This means that a high level of 
integration  is required in order to meet the market needs. 
 
With the growing number of wireless mobile applications, 
there is a strong need for a more efficient system 
partitioning in order to reduce the total Silicon area that is 
used and to increase flexibility and re-use (multi-mode) of 
various IC’s. Already in today’s high-end mobile phones 
we see various wireless applications combined, such as 
GSM/EDGE/UMTS, Bluetooth, FM radio, DVB-H TV 
reception, WLAN etc. For example, the penetration rate of 
Bluetooth is expected to be around 70% by 2008. In 
today’s phones most wireless applications are added to the 
cellular system as “stand-alone” features, where the 
integration is only done on software level. No significant 
sharing of functions on a hardware-level is done yet. In 
the future mobile this will be different as illustrated in 
figure 1. The future mobile platform will consist of 

optimised flexible digital signal processors (Software 
Defined Radio) and re-configurable RF System-in-
Package radios (Radio-SiP) that can be used to serve 
several wireless applications. As shown in the example of 
figure 1 we will have a dedicated cellular baseband taking 
care of all the signal processing that is required for 2G, 
2.5G, 3G+ cellular standards. In addition, it includes a 
dedicated signal processing unit taking care of all the non-
cellular and emerging standards, e.g. WLAN, 
Wibro/Wimax and DVB-H. The Radio SiP’s are partly re-
configurable as well and could potentially also be used to 
serve several applications operating at different frequency 
bands (multi-mode/multi-band). In addition, two Radio-
SiPs could be used for MIMO (Multiple-Input-Multiple-
Output) and/or diversity purposes as well. The radio’s are 
connected to the digital modem via a high-speed serial 
interface.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1:Embedding of baseband IP in future cellular 
platforms. There-configurable radio and corresponding 
front-end is highly integrated using System-in-Package 
technology.   
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II. TRENDS IN FRONT-END INTEGRATION FOR WIRELESS 
APPLICATIONS 

The key challenge in the route towards re-configurable or 
software-defined radios will be in the front-end. Many 
antennas need to be connected to the multi-mode digital 
signal processor. To illustrate this, let us investigate the 
potential evolution of the front-end from 2007 to 2012+. 
Figure 2 shows a typical front-end of a high-end cellular 
handset in 2006/2007. Note that only the cellular pipe is 
shown here. It consists of a transceiver for the 2G/2.5G 
mode and another transceiver for the 3G mode. Both 
transceivers are connected to a single baseband processor. 
In the front-end we have a low-band and a high-band 
antenna connected to a Front-End-Module (FEM) for the 
2G/2.5G pipe and to a Power-Amplifier-with-Integrated-
Duplexer (PAiD) module for the 3G pipe. In this example, 
the 3G pipe only uses the high-band. Further integration 
of the front-end of figure 2 can be done by expanding the 
FEM with the PAiD and antenna switch. Advanced SiP 
technology will be needed to further reduce size and cost. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig 2: Cellular Front-End of a high-end multi-mode/band 
in 2007.   
 
If we look somewhat further in the future we will see 
additional frequency bands and features coming into the 
front-end. If we use a similar approach/architecture as 
used in the 2007 front-ends, we will see the following 
trends:  
 

• rapid growth of filters/duplexers 
• multiple RF interfaces 
• growth in number of Power Amplifiers 
• Need for higher integration level in the front-end 

due to size/cost-constraints. 

• more and broader-band antennas due to new 
frequency bands on system enhancements like 
MIMO. 

• Co-existence issues with other standards will 
increase the requirements on the filters and 
duplexers. 

 
This would lead to the front-end partitioning in 2010+ as 
illustrated in figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3: Cellular Front-End of a high-end multi-mode/band 
in 2010+. Additional frequency bands and performance-
enhancement features (e.g. MIMO) are introduced.   
 
The front-end would require 15 filters and 5 Power 
Amplifiers (PA’s). The contribution of the filters to the 
total cost of a the front-end will grow significantly. It is 
clear that there is a strong need in the market for a high-
performance, small-size, low-cost filter technology as a 
key building block for future FEM’s. We believe that the 
Bulk-Acoustic-Wave (BAW) technology will make this 
happen, since it offers high-performance and is 
compatible with low-cost standard IC processing.  
 
It is clear that the front-end architecture as shown in figure 
3 is not the most cost-effective solution, since it uses 
many components. Therefore, if we look somewhat 
further in the future alternative front-end architectures can 
be expected with a high level of reuse of Silicon and other 
blocks. An example of such a front-end is shown in figure 
4.  This re-configurable SiP combines a multi-mode 
transceiver with a tunable front-end. The interface to the 
baseband processor is realised using a low-power high-
speed serial link. It is clear that such a partitioning can 
only be achieved when high-Q “tunable” components are 
available for adaptive PA matching and adaptive filtering. 
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Both BAW as well as RF-MEMS are considered as 
potential technologies that can be used to build such 
tunable components. However, this is currently still in a 
research phase. Another function that will be embedded in 
the future front-end is a low-power high-frequency 
reference oscillator based on a high-Q BAW resonator. In 
this way, bulky and expensive crystal-based oscillators are 
not needed anymore.  In addition, phase-noise 
performance will be improved significantly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 4: Re-configurable Radio in 2012+. It consists of a 
multi mode transceiver with digital high-speed interface 
to the baseband processor. The front-end uses high-Q 
tunable components for adaptive PA matching and 
tunable selectivity.  

 

III. BAW TECHNOLOGY OVERVIEW 

Two different concepts for BAW resonators are used in 
the market, namely: solidly mounted resonators (SMR) 
and membrane type resonators (FBAR). The membrane 
type is a suspended resonator with an air gap at both sides 
of the piezo-electric material. The other concept is the 
solidly mounted resonator where a Bragg reflector is used 
to reflect the acoustic energy. We have selected the SMR 
technology for several reasons, of which a key one is its 
compatibility with standard IC process flows.  

 
A cross section of a basic resonator in the SMR 

technology is shown in figure 5. The reflector stack 
consists of various layers of low- and high-acoustic 
impedance materials to reflect acoustic energy. The low 
acoustic impedance material used is SiO2. A well matched 
combination of both Pt as well as Ta2O5  layers is used for 
the high impedance layers. Patterning is used for the Pt 
layer to eliminate effects of parasitic capacitance.  A more 

detailed description of the advantages of such a hybrid 
approach is given in [4]. 

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. Cross-section of a BAW resonator. 

 
A complete chip-scale package is made by creating a 

cavity for protection purposes as illustrated in figure 6. 
Solder bumps are placed for flip-chip assembly. All 
processing can be done using standard IC processing 
equipment ensuring reliable and low cost production. 

 
 

 
Fig. 6. Package concept of BAW resonator.  
 

IV. SIP TECHNOLOGY  

System-in-Package (SiP) offers the opportunity to 
integrate a complete system including all the required 
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passive components, such as bandpass filters, baluns, de-
coupling and capacitors. This will result in the smallest 
possible total solution in the final application. Therefore, 
SiP technology is mainly used to integrate the front-end of 
a wireless system. We will describe here two different 
types of SiP technologies which are used in many 
applications [4].   

The first approach uses a laminate substrate and is often 
used to realise Front-End-Modules (FEM). This platform 
offers the most flexible SiP solution and uses a low-cost 
6-layer laminate substrate. Figure 7 shows a cross section 
of the laminate stack. It consists of two core layers, a 
prepreg layer and two sequential build-up (SBU) layers.  
The laminate substrate is used for interconnect using 
microvias. In addition, it integrates passive RF 
functionality such as striplines, inductors, baluns, filters 
and complete embedded antennas. The integration in 
laminate offers more design flexibility and better 
performance for some functions at high frequencies as 
compared to surface mount  components (SMD’s). 
Multiple active and passive dies (CMOS, BiCMOS, 
GaAs, BAW, MEMS) and SMD components can be 
mounted on the substrate. Wirebonding or flip-chip 
technology can be used to mounting the dies on the 
substrate.  

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
Fig. 7. Cross section of the 6-layer laminate substrate 
(LAMP).  It consists of the following layers: solder-resist 
(dark-green), Metal Cu (orange), SBU (light-green), core 
(light-blue) and prepreg (dark blue), [4].  
 

The second SiP platform is based on a low-cost thin-film 
passive integration IC technology build on a high-ohmic 
silicon substrate. The thin-film technology features a low 
number of mask steps and uses standard back-end IC 
processing with relaxed lithographic resolution in order to 
minimise manufacturing cost [4].   

 

The active dies (CMOS, BiCMOS) and passive dies 
(BAW, MEMS) are placed on top of the substrate using 
flip-chip technology with solder bumps. Standard IC 
packages with a height of only 0.85mm can be used. 
Many passive functions can be realised including 
inductors, low- and high-density capacitors (up to 25-100 
nF/mm2), resistors and lateral PIN diodes. Figure 8 shows 
an example of a silicon-based SiP with double flip-chip 
technology.  

 
 
 
 
 
 
 
 
 
 

Fig.8. SiP build up using a passive thin-film IC. A 
double flip-chip technology with solder bumps is used in a 
standard IC package. Multiple active dies can be mounted 
on the passive die. 

 
 

V. RECENT EXAMPLES  

 
In this section we will describe a few examples of using 

BAW devices in a system-in-package concept. The first 
example concerns a BAW duplexer for the USPCS 
WCDMA bands. The close separation of the TX and RX 
bands of only 20MHz makes the USPCS system an ideal 
application for BAW technology due to the superior 
loaded Q-values compared to SAW technology. The 
duplexer function is composed out of 2 BAW filter dies 
one for the TX band (1.85-1.91GHz) and one for the RX 
band (1.93-1.99GHz) mounted onto the SiP laminate 
substrate as shown in Figure 9. The multilayer laminate 
integrates the high quality RF inductors (typ. 1-3 nH) 
required to complete the wideband response of the filter. 
Both the laminate response and BAW filter die response 
can be co-simulated with commercial quasi-3D 
electromagnetic simulation software. An excellent 
response is obtained with passband insertion loss of 3dB 
and a RX-TX isolation of 50dB.  

 
 
 

 

Passive IC Active IC



 
Fig. 9. BAW-duplexer build on laminate based SiP 
technology. 

 
 

The second example is a BAW-based high-frequency 
oscillator [5]. In this case the BAW resonator is placed on 
top of passive silicon die using flip-chip technology. An 
active die that contains the feedback amplifier and 
additional control circuits is also placed on the Si-carrier. 
The BAW oscillator operates at 2 GHz and can replace 
low-frequency crystal based oscillators. Main advantages 
are size, cost and improved performance (e.g. power 
consumption and phase noise). Figure 10 shows a 
photograph of the three dies. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Photo of a BAW-based high-frequency oscillator 
consisting of a BAW-die, a BiCMOS-die and a passive 
silicon carrier [5]. The BAW and BiCMOS dies are flip-
chipped on the passive silicon carrier. 

 
In last example a BAW filter is used to provide the 

required selectivity in a wide-band tuner concept. Figure  
11 shows the basic block diagram. The tuner front-end is a 
highly linear LNA+mixer that upconverts the input 
frequency to an IF frequency. The BAW filter is then used 
to provide the selectivity and to remove interfering 
signals.  The back-end part of the tuner that converts the 
IF signals to a digital representation has now very relaxed 
specifications. Figure 12 shows an example of such an IF 
BAW filter with a relative narrow-bandwidth. This up-

converter concept can be used to realise low-cost high-
performance TV tuners for DVB-H/T. In addition, this 
concept could also be a route to solve the future multi-
mode/band problem as illustrated in figure 4.  

 
 
 
 
 
 
 
 
 

Fig. 11. A wideband upconverter tuner using a high-Q 
BAW filter to realise the required selectivity. 
 

 
Fig.12  Narrow-band BAW filter characteristic with 8 
MHz  bandwidth used for up-converter architecture. 

 

V. CONCLUSION 

BAW technology opens the door to tackle many future 
challenges in wireless application. Combined with 
advanced System-in-Package concepts, low-cost highly 
integrated systems can be realised. A few examples were 
presented to illustrate the variety of potential applications. 
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Abstract— This paper demonstrates the feasibility of an above-
IC bulk acoustic wave technology for wireless applications in the 
2 to 6 GHz frequency range. Examples of low phase noise FBAR 
based oscillators are used to show the potential of this technology.  
 
 

Key words—Bulk acoustic wave devices, integrated circuit 
fabrication, micromachining, piezoelectric resonator filters, 
oscillators, radio receivers.  
 

I. INTRODUCTION 
ULK acoustic wave (BAW) piezoelectric resonators have 
been developed over the last few years to be used in 

wireless communication systems, mainly in mobile phones. 
They consist in a piezoelectric thin film sandwiched between 
two electrodes, and isolated acoustically from the substrate 
over which they are built [1]. Due to their high Q factors, large 
power handling capability, and reasonable coupling 
coefficient, they can indeed be used advantageously in passive 
ladder filters and hence in duplexers with the low loss and 
steep skirts required by the latest communication standards. 
The duplexer is a key component in a mobile phone since it is 
responsible for cleaning the spectrum around the received or 
transmitted signal, just next to the antenna. It has then a very 
strong impact on the transceiver architecture and the RF design 
specifications. The need for efficient duplexers with small 
form factors has been the main driving force for the 
development of the thin film BAW technology, which is now 
mature and industrial [2][3]. 
Besides their use in passive high performance filters, miniature 
resonators can also be associated with active circuitry to pro-
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vide specific electronic functions, where a high Q can be 
leveraged, such as low noise amplifiers or oscillators. In the 
latter case, the high Q factor of the resonator translates directly 
into a reduced phase noise, which is often the key specification 
for an oscillator. 

Although BAW resonators and filters are processed, 
usually, on silicon wafers, the applied technologies are those 
used in the micro-electromechanical systems (MEMS) world, 
rather than in the IC fabrication facilities. Among the 
differences are the need for different materials—high 
resistivity silicon substrates, a piezoelectric layer and specific 
electrodes—fabrication tolerances either relaxed or much more 
stringent depending on the parameter, and possibly the wafers’ 
size. 

This paper describes results obtained in an exploratory work 
aiming at bringing together the BAW and IC technologies by 
co-integrating active and passive components on the same 
substrate. More specifically, piezoelectric thin film resonators 
and filters have been fabricated at the wafer level above 
BiCMOS integrated circuits in a post-processing approach. 

Ultimately, such a co-integration could reduce the size of 
high performance RF systems and boost their perfomances 
through the reduction of interconnection parasitics. However, 
this would probably come at the expense of the fabrication 
yield and hence of the production cost, limiting this 
technological approach to high end markets where the cost is 
not the primary concern, unlike in the mobile phone business.  

II. ABOVE IC BAW TECHNOLOGY 
The two available types of BAW resonators—differentiated 

by the way the acoustic isolation between the vibrating film 
and the substrate is carried out [1]—have been shown recently 
to be compatible with such a co-integration scheme [4][5]. In 
this work, the film bulk acoustic resonator (FBAR) fabricated 
by surface micro-machining has been chosen in order to keep 
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the technology for connecting the resonators to the topmost 
metal of the IC as simple as possible. Indeed, as only a very 
thin isolating air gap is created underneath each resonator, the 
latter are placed very close to the circuit and low loss 
interconnections can be realized without manufacturing metal-
filled vias through a thick acoustic reflector. 

Over the years, aluminium nitride (AlN) deposited by 
reactive sputtering has emerged as the technology of choice for 
BAW resonators because it is an excellent compromise 
between performance and manufacturability. Its coupling 
coefficient is not as high as that of ZnO or PZT, but it is 
chemically very stable, has an excellent thermal conductivity, 
and a low temperature coefficient. These properties enable the 
fabrication of resonators featuring coupling factors of 6-7%, 
good resistance to corrosion, excellent power handling 
capability, and limited drift with temperature. Another 
advantage of AlN is the low process temperature and the fact 
that it does not contain any contaminating elements harmful 
for semiconductor devices, unlike most other piezoelectric 
materials. 

Furthermore, owing to these excellent material properties 
and because of the very stringent specifications on thickness 
accuracy and uniformity set by the BAW resonator’s 
architecture—resonance frequency is inversely proportional to 
thickness—equipment manufacturers developed and optimized 
sputtering systems specifically for AlN, rendering the process 
industrial and widely available [6].  

The sputtering process used in this work takes advantage of 
the properties of a platinum (Pt) electrode, which promotes 
efficiently the growth of AlN films with excellent piezoelectric 
properties. This is due to the hexagonal symmetry of the (111)-
plane of Pt that matches the (002)-plane of AlN, and to an 
extremely smooth surface [7][8]. The drawback of Pt is its 
lower electrical conduction compared to aluminium or 
molybdenum, which is one of the limiting factors for the series 
Q factor of the BAW resonator. The crystalline properties of 
AlN films deposited with this process have been assessed by 
X-ray diffraction measurements, yielding a very narrow 
rocking curve FWHM of 1.07° for the (002) peak. This high 
crystalline quality has been confirmed by a direct measurement 
of the piezoelectric d33,f extensional coefficient with a double 
beam Mach-Zehnder interferometer. A value of 5.3±0.22 
pm/V has been obtained, representing a potential coupling 
coefficient keff

2 in BAW resonators larger than 6.5%. 
The fabrication sequence of the BAW resonators (and 

filters) above IC is the following: First, silicon oxide is 
deposited over the passivated IC-carrying wafers and 
planarized by CMP, in order to get a smooth and flat surface 
for the FBAR fabrication. A photoresist sacrificial layer is 
deposited, patterned, and cured at high temperature for 
defining each resonator’s position, and then protected by 
silicon nitride. Next, the active part of the devices is built up, 
with the subsequent deposition and patterning of the Pt bottom 
electrode, the piezoelectric AlN layer, and the top electrode. 
Via holes are then etched through the different dielectric layers 

until the last metal level of the integrated circuit (M5), and a 
thick metal interconnect is deposited and patterned to link the 
BAW resonator to the IC. A thin silicon oxide loading layer is 
then deposited and patterned to shift down the frequency of 
some resonators in the case of filters. Finally, the sacrificial 
layer is etched and the membranes are released. Fig. 1.  shows 
a schematic cross-section of a FBAR connected to the last 
metal level of an IC wafer. 

 

Fig. 1.   Cross-section of FBAR integrated above IC 

It has to be mentionned that the technology has been kept as 
simple as possible for these proof-of-concept integrations. 
Consequently, additional processing steps that would be 
required for large-scale production, such as the passivation of 
the devices for example, have been omitted. 

Two different sources of IC wafers have been used: either 
BiCMOS 0.25µm SiGe:C technology from ST 
Microelectronics, or BiCMOS 0.35 µm SiGe technology from 
AMI Semiconductor. Likewise, two different FBAR 
frequencies have been explored, 2.14 GHz and 5.5 GHz. 

III. CROSS-INFLUENCE OF TECHNOLOGIES 
When post-processing MEMS of any kind above IC, it is 

crucial to control that the semiconductor devices do not suffer 
from the additional processing steps, and most particularly 
from the many thermal cycles applied to the wafer. 

  
Table 1. Impact of post-process on BiCMOS technology 

 
 unit before after delta 

NMOS 10x0.35 

Vbd@10nA 
V 9,4682 9,5689 -1.06% 

PMOS 10x0.35 

Vbd@10nA 
V -8,6168 -8,6625 -0.53% 

NMOS 10x0.35 Vt0 V 0,60358 0,59291 1.77% 

PMOS 10x0.35 Vt0 V -0,63017 -0,6334 -0.51% 

M3/M2 via chain  Ω/via 0,84329 0,85834 -1.78% 

M2 resistance mΩ/sq 48,498 48,805 -0.63% 

HIPO resistor 

W100L10 
Ω/sq 1090,4 1073,52 1.55% 

 
As an example, in the case of post-processing above 

BiCMOS 0.35 µm SiGe wafers, about 50 different test devices 
characterizing globally the performance of the semiconductor 
technology have been measured, before and after the 
fabrication of BAW resonators and filters. Table 1 shows an 



 

excerpt of this measurement campaign with only a few relevant 
parameters. The stable breakdown voltage Vbd of the 
transistors show that there is no significant alteration of the 
gate oxide integrity. The MOS threshold voltage Vt0 is 
likewise not affected. The resistance measurements indicate 
that the thermal cycles experienced by the circuits do not lead 
to any intermetallic formation in the interconnections since the 
resistive paths are nearly unchanged. In general, no major 
deviation due to the post-process have been observed in any 
measured parameter. All differences are below 2% except for 
2 leakage measurements, which seem actually to have been 
improved by the BAW processing. This show that the impact 
of the BAW fabrication upon the BiCMOS circuits is very 
limited. 

The opposite has also been observed, namely that the 
BiCMOS wafers do not impact the performances of the 
resonators. Indeed, individual resonators exhibit the same 
performances above-IC as on plain silicon wafers, meaning 
that the presence of active circuits underneath the FBARs does 
not modify their performances. Typical coupling and quality 
factors measured on test resonators are 6.5% and 900 in the  2 
GHz range, and 6.6% and 750 in the 5GHz range. If the 
coupling coefficients confirm the high quality of the AlN layer, 
the Q factors could be further improved with a better thickness 
and acoustic impedance ratio between the electrodes and the 
piezoelectric film and the suppression of the lateral modes 
propagating in the membrane. The latter can be seen as 
wavelets on the fundamental resonance circle of a test 
rectangular FBAR in Fig. 2.   

 

Fig. 2.   Smith chart of a test FBAR at 5.5 GHz. The large circle is the 
fundamental resonance, whereas the 2 smaller ones are harmonics at 12.5 and 
17.8 GHz respectively. 

IV.   WCDMA RF FRONT-END 
The potential of this above-IC technology has been 

demonstrated through the design and fabrication of the 
receiver part of a simplified RF front-end set at 2.14 GHz. The 
latter is described thoroughly in [5]. This front-end chip 
contains a low noise amplifier, a single-to-differential 

converter, a high rejection double lattice FBAR filter, a 
matching network and a mixer. For the characterization of the 
circuit, the differential mixer was fed by an external signal 
generator. 

Fig. 3.  shows pictures of a newer version of the same RF 
front-end, which includes this time an FBAR-based VCO (seen 
at the right of the micrograph). 

 

Fig. 3.   Chip micrograph (top) of an integrated WCDMA receiver and SEM 
inserts of the BAW filter (bottom left) and resonator (bottom right). 

The architecture and the performances of this differential 
VCO are described in details in [9]. Fig. 4.  shows the 
measured phase noise of the FBAR VCO compared to the 
noise of a reference LC VCO, as well as a micrograph of the 
Si chip including the BAW resonator. The phase noise of the 
FBAR VCO is significantly lower than the one of the LC tank 
VCO, with a value as low as -143.7 dBc/Hz at the optimum 
operating voltage. The tuning range of the VCO is 15 MHz. It 
is not yet sufficient to cover the whole frequency band as 
required by the WCDMA standard, but it is much more than 
what has been obtained until now with FBAR oscillators 
[10][11]. 

 

 
Fig. 4.   Phase noise measurement of the FBAR differential VCO compared 
to a reference LCVCO. 

Despite this limited tuning range, the receiver of  Fig. 3.  is 
functional, as it is shown by Fig. 5.  It represents the spectrum 

 



 

measured at the output of the mixer with a -40dBm signal at 
2.1138GHz fed at the LNA input. The supply voltage and 
VCO control voltage have both been set at 2.4V. 

 

Fig. 5.   Output spectrum of the monolithic WCDMA receiver, with the 
demodulated output at 1.13 MHz. 

V. WLAN OSCILLATOR 
As a second example of co-integrated system, an oscillator 

with Colpitts architecture has been designed for operating at 
5.5 GHz. A micrograph of the chip and the schematic of the 
circuit are shown in Fig. 6.  The core of the oscillator is a 
common collector transistor T1, with the feedback capacitors 
C1 and C2 ensuring the negative resistance necessary to 
compensate the losses in the resonating FBAR. Transistor T2 is 
used as a buffer to isolate the resonator from the load 
impedance. The active circuit has been implemented in the 
BiCMOS 0.35 µm SiGe technology from AMI Semiconductor. 

FBAR

 

Fig. 6.   Chip micrograph (640×650µm2) and schematic of the oscillator 

The active circuit and the ground line have intentionally 
been kept away from the resonator to prevent any possible 
coupling with the FBAR. However, it is certainly possible to 
reduce further the silicon area of the oscillator, by placing the 
FBAR over the active elements. In that case, a careful 
shielding of the sensitive part would be needed.  

The output power of the oscillator is –8.4dBm for a total 
current consumption of 4.7mA at 2.7V, out of which 3mA are 
drawn by the buffer amplifier. Fig. 7.  shows the output power 

spectrum of the circuit. A phase noise of –117.7dBc/Hz has 
been measured at 100kHz offset from the carrier. 

 

Fig. 7.   Output power spectrum of Colpitts oscillator 

Further information about FBAR Colpitts oscillators can be 
found in [12][13]. 

VI. CONCLUSION 
FBAR processing is compatible with advanced BiCMOS 

technology, and hence enables the co-integration of RF high-Q 
passive and active devices on a single chip. Many circuit 
blocks such as LNAs or VCOs can take advantage from such a 
co-integration with high Q BAW devices. Performances can be 
further enhanced through the reduction of size, the limitation 
of interconnection parasitics, and the possibility to use the IC 
metal layers for shielding the BAW devices. 

However, the complexity of the technology will certainly 
limit the fabrication yield in a production environment. Hence 
the validity of this above-IC approach is restricted to high-end 
applications, where RF performances outweight the cost 
issues. 
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Abstract  — RF MEMS devices, such as FBARs, 
variable capacitors and switches, are indispensable in 
the reconfigurable RF front-end for multi-mode 
multi-band mobilephone systems.    High quality 
aluminum nitride piezoelectric films must play a key 
role in the high-Q FBARs, as well as the 
piezoelectrically actuated variable capacitors and 
switches in low voltage operation. 
In this paper, high-Q FBARs and variable capacitors 

with high capacitance ratios using AlN piezoelectric 
films and Al electrodes are presented. An amorphous 
metal underlayer enables fabrication of highly 
<111>-oriented Al thin films with XRD rocking curve 
FWHM of 0.6°. Using these high quality Al films, we 
have obtained highly c-axis oriented AlN films. These 
AlN films showed excellent crystallinity even at the 
initial stages of the AlN film deposition. 
The fabricated resonators showed good resonance 

characteristics, such as high-Q values (loaded-Q 
~800) and high effective coupling constants (~6.7%). 
The variable capacitor showed the highest tuning 
ratio of 10 at a low operation voltage of 5.5 V. The 
tunable built-in antenna in the UHF range is also 
examined. 

I. INTRODUCTION 

 Recently, the requirements for RF circuits have made 
it difficult to develop RF devices. In particular, for 
multi-mode, multi-band mobile phone terminals, it is 
necessary to decrease the number of components and 
miniaturize the device size without compromising 
performance. To satisfy these requirements, new 
technologies are desired. 

The reconfigurable RF front-end must be one of the 
best solutions for the requirements. The RF front-end 
should contain high-quality resonators, variable 
capacitors and switches and is preferably integrated on 
RF chip with CMOS-compatible materials and 
processes.  

FBAR (Film Bulk Acoustic wave Resonator) 
technology [1-2] enable realization of high-frequency, 
low- loss RF filters manufactured by means of LSI- 
compatible processes.  

In regard to designing and fabricating FBARs, there 

are several key issues. The first key issue is the 
selection of piezoelectric materials. Although several 
piezoelectric materials have been investigated for 
FBARs, AlN and ZnO are the only ones which can be 
manufactured. From the viewpoint of compatibility 
with LSI processes, AlN is the best choice. 
 Second, we have to decide the bottom electrode 
material. In this selection, we have to take into 
account three points: 1) acoustical properties, 2) 
electrical properties, and 3) crystallinity. This 
selection is the most important because the bottom 
electrode is the base for all FBAR structures[3]. 
 From the acoustic viewpoint, the electrode should be 
a heavy, stiff material, such as Mo, W or Ru[4]. This 
is because materials with large mass density enhance 
effective coupling constant (keff

2) and stiff materials 
improve Q-values. 
 To achieve high Qr values, the resistivity must be 
low. The resistivity of thin films is often higher than 
that of the ideal value, in the case of materials with 
high melting points. Therefore, Cu and Al are highly 
advantageous in terms of their electrical properties. 
 The crystallinity and crystal structure of the bottom 
electrode are the most important considerations 
because the crystallinity of the AlN films strongly 
depends on both that of the bottom electrode. In 
general, as the melting point increases, more energy is 
needed to fabricate highly oriented films. This 
tendency supports the view that low melting point 
materials are a good choice for improving the 
crystallinity. Based on these discussions, we have 
chosen Al as the bottom electrode material. 

 The next item is the variable capacitors. Much 
research is being performed to develop RF MEMS 
tunable capacitors. Most researches have focused on 
the electrostatic types, which are free from restrictions 
of materials and processes, but operate at very high 
voltages of over 20 V [5]. Moreover, the “pull-in” 
phenomena limit the continuous tuning range to below 
50 %. Other types of RF MEMS actuation 



 

mechanisms, such as electro-thermal or 
electromagnetic drives have also been developed, but 
have the serious drawback of large power 
consumption.   

 Piezoelectric actuation is a promising mechanism 
for realizing RF MEMS tunable capacitors with a low 
operation voltage and a wide tuning range [6]. We 
proposed a piezoelectric actuator using AlN 
piezoelectric layers and Al electrodes, which uses 
fundamentally same process with the FBARs stated 
above, and demonstrated that a continuous tuning 
ratio of more than 3 is possible with an operation 
voltage of 3-5 V and high Q-factors [7,8].  

These capacitors were applied to wideband built-in 
tunable antennas for digital terrestrial broadcasting as 
an example of reconfigurable RF systems. 

II. FABRICATION METHOD 

 There are the various fabrication methods for highly 
oriented Al(111) films. The first method utilizes the 
Si(111) substrate. Although epitaxial Al(111) films can 
be obtained by using this method, it has a big problem 
in that the interface between Si and Al is very 
thermally unstable. The second method uses the 
polycrystal Ti/TiN seed layer. Although this structure 
is thermally stable, it needs a thick seed layer to 
improve the crystallinity of Al(111) films. The third 
method utilizes the amorphous underlayer and this is 
the most suitable method for FBARs and piezoelectric 
actuators because the thin amorphous layer is 
sufficient to achieve highly oriented Al films. This 
technique was developed more than 10 years ago and 
first applied to aluminum interconnection in LSIs. 

This underlayer must not only be amorphous, but 
have a large surface energy. When Al deposits on it, 
2D layer-growth of Al films occurs due to the high 
surface energy of the underlayer. This continuous 
layer is thought to have the most stable (111) 
closely-packed configuration for fcc metals. 
Furthermore, an amorphous substrate enhances this 
tendency, because it has no specific crystal structure to 
prevent formation of Al(111) 2D island. Using this 
technique, we have obtained highly <111>-oriented Al 
films with XRD rocking curve FWHM of 0.6 degrees 
as shown in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 shows the relationship between AlN 
thickness and the XRD rocking curve FWHM of 
AlN(0001). During deposition, we did not use a heater. 
The FWHM of 50nm AlN film is 1.1 degrees and the 
crystallinity improves slightly with an increase of 
thickness. This result indicates that AlN films are 
highly oriented even at the initial stage of deposition. 
Therefore, these AlN films are suitable for high 
-frequency applications. 
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Figure 1  Al(111) XRD rocking curve and RHEED 
pattern of Al films formed on amorphous under layer. 
 
 

0.0

0.5

1.0

1.5

2.0

0 500 1000 1500 2000 2500
AlN thickness [nm]

FW
H

M
 o

f A
lN

(0
00

1)
 ro

ck
in

g
cu

rv
e 

[d
eg

.]

 
 
 
 
 
 
 
 
 
 
 
Figure 2  Relationship between AlN thickness and 
the XRD rocking curve FWHM of AlN(0001) 
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 Figure 3  Process sequence of RF MEMS tunable capacitor



 

Figure 3 shows a schematic fabrication sequence of 
the tunable capacitors. 8-inch Si wafers having normal 
and high resistivity, or quartz wafers were used for the 
experiment. First, a fixed electrode was deposited and 
patterned, then buried by silicon nitride and oxide 
layers. Next, a thick TEOS layer was formed and 
patterned, and a poly-Si sacrificial layer was filled and 
flattened by CMP (Chemical-Mechanical Polishing). 
A piezoelectric bimorph was stacked on the flattened 
surface. Contact holes were opened and contact pads 
were formed. Finally a poly-Si sacrificial layer was 
selectively etched using a XeF2 etching gas. 

III.  DEVELOPMENT OF FBAR 

 Since Al has a large temperature coefficient of elastic 
constant (-320ppm/°C) and also large acoustic 
attenuation[9] the FBAR characteristics are likely to 
degrade. We estimated the influence of Al electrode 
based on 1-dimensional Mason equivalent circuit. As 
a result, the acoustic-Q of over 2000 and temperature 
coefficient of frequency (TCF) of about -27 ppm/°C 
were obtained. These values differ little from those of 
conventional FBARs[10]. 

These results can be understood in terms of the strain 
energy distribution shown in Figure 4. The 
Nowotony-Benes[11] model was used for the 
calculation. The strain energy concentrates on Al 
electrode because acoustic impedance of Al is smaller 
than that of AlN. However, the percentage of strain 
energy in Al electrode is only 3.1%. This is why the 
adverse influence of Al electrode is limited. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4  Strain energy distribution with Al bottom 
electrode. 

 
 The MBVD model is used to fit the measured 
resonant characteristics[12]. Figure 5 shows the 
calculation method of Q-values from the measured 
data. The diameter of the impedance circle 
corresponds to Qa and the diameter of the admittance 
circle related to Qr. The advantage of this method is 
its insensitivity to spurious responses. 
 Both figure of merit (FOM) and impedance ratio 
(Za/Zr) are used as the indices of overall performance 
of the FBARs. Equation(1) represents the relationship 

between the impedance ratio and the figure of merit. If 
Qa is not equal to Qr, Q is defined as a geometrical 
mean of Qa and Qr. 
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Figure 5  The calculation method of Q-values from 
the measured data. 
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Figure 6 Impedance characteristics and Smith Chart of 
the measured data. 
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The measurement data is shown in Figure 6 and 
Figure 7. These figures represent two typical 
characteristics of 1port FBARs with slightly different 
structures. Please note that these results include all 
parasitic effects. 

Figure 6 shows that the effective coupling is 6.2% 
and both Q values are over 800. The impedance ratio 
is over 1500 and this corresponds to figure of merit of 
51. The extracted parameters of the MBVD model are: 
C0=1.2[pF], C1=0.067[pF], R1=0.67[Ω], L1=81[nH], 
Rs=0.87[Ω], and R0=0.48[Ω]. As expected, it is 
confirmed that there is no evidence of degradation due 
to aluminum electrode. 

Figure 7 shows larger coupling constant of 6.7%, and 
smaller Q values. The extracted parameters of the 
MBV model are: C0=1.07[pF], C1=0.062[pF], 
R1=0.87[Ω], L1=86[nH], Rs=0.81[Ω], and 
R0=1.15[Ω]. In both cases, series resistances are 
slightly larger values than expected. This is due to 
structural problems and attempts to decrease the series 
resistance are under way. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 Impedance characteristics and Smith Chart of 
the FBAR with larger coupling constant. 
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Figure 8 shows the temperature dependence of the 
resonance and anti-resonance frequency. TCFs of 
resonance and anti-resonance frequency are 
-26.5[ppm/°C] and -28.3[ppm/°C], respectively. These 
values are almost the same as the calculated values. 
Although the TCF of our FBAR is slightly larger than 
the reported value[10], however, this difference can be 
ignored. 
 
The design of the stacked layer structure of FBARs 

significantly influences on the FBARs characteristics. 
The measured coupling constants and TCFs of FBARs 
are almost same as the calculated values using the 
1-dimensional Mason equivalent circuit. On the other 
hand, Q-values can hardly estimate correctly. This is 
due to the energy radiation from the electrode edges. 
The Qa is also sensitive to the stacked layer structure, 
especially the bottom electrode thickness. The bottom 
electrode thickness also influences on the spurious 
responses. 

 

IV.  DEVELOPMENT OF TUNABLE CAPACITOR 
 

The basic structure of a tunable capacitor with a 
piezoelectric bimorph actuator is shown in Fig.9. The 
electric voltage is applied between the intermediate 
electrode and the top/bottom electrodes. Within the 
two piezoelectric layers, the polarization direction is 
the same while the polarity of driving voltage is 
opposite. One piezoelectric layer expands while the 
other contracts. The net result is a bending deflection. 

One of the most serious issues in the piezoelectric 
MEMS actuators is curling of the actuator beams due 
to residual stresses. Piezoelectric AlN actuators are 
composed of thin and long multiply stacked layers, 
tend to suffer from a large curling effect due to 
unbalanced residual stress in the stacked AlN layers. 

Novel folded bimorph structures have been 
introduced to cancel the curling effect as shown 
schematically in Fig. 10. Using symmetrically 
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designed forward and backward beams can 
compensate the curling. Further, the piezoelectric 
actuation is doubled when reversed voltages are 
applied to the forward and backward bimorphs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   An optical image of the RF MEMS tunable 
capacitor with a singly clamped folded bimorph 
actuator is shown in Fig. 11. Height measurements 
using laser microscopy revealed the curling at the 
actuation point was suppressed to less than a few 
microns while curling at the folding point reached a 
few tenth microns. 

Smooth continuous capacitance changes were 
observed with a hyperbolic relation up to the contact 
point of the movable and fixed electrodes of the 
tunable capacitors. The lowest operation voltage of 
2.5 V was obtained with a tuning ratio of 3, for the 

first time as shown in Fig. 12. The Q-factor of the 
tunable capacitor was less than 10 at 2 GHz because 
of a low-resistivity Si substrate. 
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Figure 9  Basic structure of tunable capacitor with
piezoelectric bimorph actuator.  

 
 
 
 

Figure 12  Measured net capacitance changes of the
fabricated piezoelectric RF MEMS tunable shunt
capacitor on normal resistivity Si substrate. 
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Figure 10  A schematic drawing of proposed folded
structure piezoelectric tunable capacitor having
forward and backward bimorph actuator beams.  

88

Figure 11  Laser microscope image of tunable
capacitor, with singly clamped folded bimorph
actuators.  
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Figure 13  Capacitance changes of the 
piezoelectric RF MEMS tunable shunt capacitor on 
quartz substrate. 

100 µ m 



 

To increase the Q-factor and decrease parasitic 
capacitance around signal pads, piezoelectric tunable 
capacitors were also made on insulating quartz 
substrates. 

Figs. 13 and 14 show capacitance changes and the 
S11 plot of the capacitor. A very large capacitance 
change was observed from 40 to 385 fF at an 
operation voltage of 5.5 V, along with a minimum 
Q-factor of 40. The performance indicators, such as 
tuning ratio/operation voltage and Q show our results 
exceed these of previously published works. 
 
    V.  APPLICATION FOR TUNABLE ANTENNA  
 

Currently developed FBARs and tunable capacitors 
will likely be key components in the reconfigurable 
RF front-ends, such as tunable antennas, filter banks 
or tunable filters, tunable impedance machers, and 
wide range VCOs as shown in Fig.15. 

One of the largest advantages of the MEMS tunable 
capacitors is their very high IIP3 characteristic 
compared with varactor diodes. A wideband built-in 
tunable antenna for digital terrestrial broadcasting has 
been targeted for the first application. It is difficult to 
realize a built-in antenna because the system requires 
a wideband antenna in a UHF band and its frequency 
bandwidth gets narrower as the antenna’s size is 
reduced. 

 
 
 
 
 
 
 
 
 
 
 

The shape of the antenna element is a meander 
structure, and one point of the antenna connects to the 
PCB board through the tunable capacitor. Figure 16 
shows efficiency of the tunable antenna. A wide 
tuning range from 450 to 650 MHz was realized at an 
efficiency of more than –5dB under a tuned 
capacitance from 0.11 to 0.35 pF. 

VI. CONCLUSION 

High-Q FBAR and RF MEMS tunable capacitor 
have been developed using the AlN piezoelectric layer 
and the Al electrodes. 

 As for FBAR, it is confirmed both theoretically and 
experimentally that the disadvantages of the Al 
electrode can be ignored because the strain energy in 
the Al electrode is very small. On the other hand, the 
advantages of the Al electrode are also confirmed, that 
is, the highly c-axis oriented AlN films are obtained 
by using high-quality Al films. These results indicate 
that aluminum is a promising electrode material for 
high-Q FBARs and low-loss filters. 

A novel RF MEMS tunable capacitor with a folded 
beam piezoelectric bimorph actuator has been 
developed. Its continuous wide tuning ratio of more 
than 3 was realized at operation voltages of 3-5 V for 
the first time.  

These piezoelectric RF MEMS devices are quite 
promising as key components for multi band/mode 
reconfigurable RF systems. Our process that uses 
CMOS compatible materials and temperatures makes 
it possible to easily adopt RF MEMS into RF CMOS 
processes. 
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Abstract－Basic deposition process of stress free single 
crystal thin films of perovskite is described. The 
deposition process comprises sputtering deposition at 
epitaxial temperature followed by quenching in air. 
Based on the quenching process thin films of stress free 
single crystal (PbMg1/3Nb2/3O3)1-x (PbTiO3)x, PMNT were 
heteroepitaxially grown on (001)SrTiO3 and (001)MgO 
substrates by rf-magnetron sputtering. The lattice 
parameters of the sputtered PMNT thin films were 
almost the same to the bulk values independent of the 
substrate lattice parameters. Planar thin film bulk 
acoustic wave resonator, FBAR, was fabricated for a 
measurement of electromechanical coupling kt of PMNT 
thin films. The kt near the morphotropic phase boundary, 
MPB, composition, x≅0.33, was found to be 45.2% at 
1.3 GHz for the film thickness of 2.3µm. The kt was 
almost the same values to the bulk single crystals.  

 
INTRODUCTION 

 
Thin films of Pb-based ferroelectric perovskite are 

essential for a production of piezoelectric devices, since 
the Pb-based ferroelectric perovskite exhibits the highest 
electromechanical coupling. The environmental pollution 
of lead component could be reduced by two orders in 
magnitude, if the Pb-based materials are used in a form 
of thin films [1]. To achieve bulk like high 
electromechanical coupling, thin films of single crystal   
perovskite are essential. The single crystal films are 
fabricated by heteroepitaxial growth process. The MgO 
and/or SrTiO3 are widely used for the substrates. The 
heteroepitaxial films include the stress due to the lattice 
mismatch between thin films and substrates. The 
heteroepitaxial temperature is around 500 to 600oC. The 
thermal stress is also induced during the cooling stage 
after the deposition due to the differences in a thermal 
expansion coefficient between thin films and substrates. 
The electromechanical coupling of heteroepitaxial 
perovskite thin films is lower than bulk values due to the 
epitaxial stress [2]. Reduction of stress in the 
heteroepitaxial films is essential for the achievement of 
bulk like high electromechanical coupling. . 

 
Recently we have found quenching after the 

deposition in the heteroepitaxial growth reduces the 
epitaxial stress and achieves the fabrication of stress free 
single single crystal thin films of Pb-based ferroelectric 
perovskite PMNT [3]. This paper describes the basic 

sputtering deposition process and the structure and 
ferroelectric properties of the stress free single crystal 
PMNT thin films. 

 
BASIC SPUTTERING PROCESS 

 
 The solid solution of relaxor ferroelectric Pb(Mg 

1/3 Nb 2/3 )O 3 (PMN) and normal ferroelectric PbTiO3 
(PT), PMNT， exhibits an exceptionally high coefficient 
of electromechanical coupling [4]. The PMNT shows a 
morphotropic phase boundary (MPB) at x≅0.33 for bulk 
single crystals. Several deposition processes are reported 
including a sputtering [5], MOCVD [6]，PLD [7]，and 
sol-gel method [8]. These PMNT thin films often include 
isometric compound of pyrochlore, Pb2(Mg,Nb)2O7 type 
and comprise grains and/or interfacial dislocated layers. 
The structure looks like polycrystalline ceramics and 
their density is not high. Heteroepitaxial growth was 
applied for the deposition of single crystal PMNT thin 
films. These heteroepitaxial films frequently include 
grains and/or dislocated interfacial layer to reduce the 
lattice mismatch strain. Their micro-structure is different 
from bulk single crystal.  Among these deposition 
processes the sputtering is one of a promising process for 
the deposition of the bulk like single crystal thin films, 
since the high energetic sputtered adatoms enhance the 
growth of high density single crystal thin films [9]. 

  
A planar rf-magnetron sputtering was used for the 

heteroepitaxial growth. The PMNT thin films were 
directly sputtered from PMNT powder target on 
(001)SrTiO3 and/or (001)MgO single crystal substrates. 
The powder target was composed of the mixture of PT, 
PbO, MgO, Nb2O5，and TiO2. The key growth conditions 
of single crystal PMNT thin films are: (1) stoichiometric 
composition of thin films, (2) substrate temperature > 
epitaxial temperature, (3) substrate temperature < 
re-evaporation temperature of Pb. The chemical 
composition of the sputtered thin films was easily 
changed by the composition of the mixed powder. The 
epitaxial temperature was 500~600oC. According to the 
key growth condition, the substrate temperature should 
be higher than the epitaxial temperature. However, the 
substrate temperature should be lower than the Pb 
re-evaporation temperature of about 600oC. The higher 
temperature enhances the growth of Pb-reduced structure, 
Pb(Mg1/3,Nb2/3)3O7. Typical sputtering conditions are 
shown in Table 1. The optimum growth temperatures 
showed a narrow window of 500 to 550oC. The sputtered 



thin films were quenched after the deposition in air in 
order to reduce the re-evaporation of lead and/or to 
suppress the growth of the pyrochlore phase during 
cooling down stage.   

Table 1. Sputtering conditions 

 

Target*1       mixed powder: PbO, MgO, Nb2O5, PT 
Substrates*2    La-0.75wt% doped(001)ST, (001)MgO 

Buffer layer     (110)SRO, (001)PLT 
Sputtering gas    0.5 Pa (Ar/O2=20/1)                                
Growth temp     500-600oC 
Growth rate      5-15 nm/min 
Film thickness    20-8000 nm 
Quenching rate   100oC/min. in air 
                                                
*1 Typical composition: stoichiometric + 10%PbO  
*2 Conductive base electrode: (001)Pt for (001)MgO 

  
 
STRUCTURE AND FERROELECTRIC PROPERTY 
 
 Figure 1 shows typical XRD patterns of the 

sputtered 0.67PMN-0.33PT (PMN-33PT) thin films on 
the (001) MgO substrate. The XRD Θ-2Θ pattern 
showed the sputtered film was highly (001) orientation 
(Fig.1a). The pole figure of the (110) direction showed a 
strong four-fold intensity describing 3-dimensional 
epitaxy (Fig.1b). The similar epitaxial properties were 
also observed for the different substrates.  

The lattice parameters of the sputtered PMNT thin 
films for different substrates are shown in Table 2. It is 
noted the lattice parameters of the PMNT thin films are 
almost the same to the bulk lattice values independent of 
the substrate lattice parameters. The sputtered PMNT 
thin films are almost relaxed and show stress free 
structure.   

 

Table 2.  Lattice parameters of sputtered PMNT thin 
films for different substrates.  

              a-lattice (nm)    c-lattice（nm）  

 Bulk PMN           0.405       0. 405                  

Thin Films                                             
   (001)MgO          0.405       0.406                              
  (001)Pt/(001)MgO    0.405       0.406                      
  (001)SrTiO3         0.405       0.406    

Substrates                                  
MgO               0.420        0.420           
SrTiO3              0.3905       0.3905 

 

The cross-sectional SEM and TEM images show 
that the sputtered PMNT thin films exhibit continuous 
single crystal-like structure without grains and/or 
interfacial dislocated layer between the PMNT thin films 
and the substrates as seen in Fig.2. These structural 
analyses describe the sputtered PMNT thin films 
comprise bulk like single crystal structure without stress.   
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Figure1. Typical XRD patterns of the sputtered PMN-33PT thin 
films on (001)MgO substrates  ( film thickness: 2.3µm).  
 
 
 
 
 
 
 
 
 
                  (a) 
 
 
 
 
 
 
                  
 
                  (b) 
  
Figure 2. Cross-sectional SEM and TEM images of 
(001)PMNT thin films on (001)ST: (a) SEM image(film 
thickness: 1170nm), (b) TEM lattice image with SAD 
patterns at interface (film thickness:300nm). 
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The TEM images suggested the point defects were 
present at the interface between the thin films and the 
substrates. However, the dislocated interfacial layer 
could not be observed [10].  
 

When the film thickness of heteroepitaxial PMNT 
thin films exceed a critical values, typically 2 to 3 µm, a 
small high angle grain grow from the interface between 
the film and the substrates probably for a reduction of the 
stress accumulated in the films. The typical SEM image 
of the grain is shown in Fig.3a. The growth of the grains 
could be suppressed in a multi-layered structure shown 
in Fig.3b. The layered structure is fabricated as follows: 
(1), a 1s t layer of around 1µm thick, i.e. below the 
critical thickness, is deposited at 550oC and the film is 
quenched to room temperature in air. (2), after several 
hours later of the   1st deposition,  2nd layer of PMNT 
of around 1µm thick is deposited on the 1st layer. It is 
interested the growth of the high angle grains is 
suppressed in the layered structure. The stress will be 
relaxed at the interface between the layers. The 
multi-layered PMNT thin films exhibit stress free single 
crystal structure. We have confirmed the single crystal 
PMNT thin films of 8µm in thickness fabricated in the  
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Figure 3. Cross section and top surface SEM images of 
PMNT single layer, Fig.3a, PMNT multi-layer, Fig.3b. 
 
 

multi-layer structure. The multilayered epitaxial process 
is available for a deposition of single domain /single 
crystal thick films of smooth surface without the growth 
of grain. 
 
    Dielectric properties of PMNT thin films were 
evaluated in the Pt/PMNT/(110)SRO/(001)Pt(001)MgO 
heterostructure. Typical P-E curves are shown in Fig.4. 
The Pr increases with the addition of PT into PMN 
similar to the bulk materials. Electromechanical coupling 
kt was measured by a resonance spectrum method [11].  
 
   (a) 
 
 
 
 
 

 
 
 
 
 
   (b) 
 
 
 
 
    
Figure 4. Typical P-E curves for PMNT thin films on 
(001)MgO substrates: (a) PMN thin films, (b) 
PMN-33PT thin films.  
 

Planar PMNT thin film BAW resonator was 
fabricated for the measurement of the resonant spectrum 
[12]. Typical resonant spectrum for the PMN-33PT thin 
films of 2.3µm in film thickness is shown in Fig.5. The 
resonant frequency was observed at about 1.3 GHz 
indicating the longitudinal  phase   velocity of 5500 to 

      
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Typical resonant properties of PMN-33PT thin 
film planar BAW resonator.  
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6000m/s. The multi-reflection mode superposed on the 
main spectrum was caused by the acoustic 
multi-reflection of a longitudinal standing wave excited  
in the MgO substrate. The electromechanical coupling kt 
evaluated by the Mason’s equivalent circuit was about 
45% at the resonant frequency of 1.3GHz with ε33

s 
=500, Qms=2000, Qmp=20, where Qms and Qmp are 
mechanical Q values of the MgO substrate and PMNT 
thin films, respectively. 
 

 DISCUSSIONS 
 

It is known to sinter pyrochlore free bulk PMN, 
magnesium and niobium oxides are first to form the 
columbite MgNb2O6 and then followed by a reaction 
with lead oxide [13]. The present sputtering process 
achieves the direct synthesis of the perovskite without 
the prereaction process. It is described sputtering 
deposition at epitaxial temperature followed by 
quenching after the epitaxial growth achieves the growth 
of c-axis single crystal PMNT thin films of bulk like 
high density structure independent of the lattice 
parameters of substrate crystal. The multi-layered 
structure provides stress reduced and/or stress free single 
crystal PMNT thin films without interfacial layer. The 
film surface was smooth without visible crystallites. The 
structural properties are different from the structure of 
PMNT thin films provide by a conventional deposition 
process. The bulk PMN shows cubic structure at room 
temperature. The structure of PMN thin films shown in 
Table 2 is almost the same to the bulk PMN except a 
small enlargement of c-axis. The bulk PMN-33PT shows 
rhombohedral and/or mixture of rhombohedral and 
tetragonal structure [14]. The lattice parameters of the 
present PMN-33PT thin films are shown in Table 3.  
 
 
Table 3. Lattice parameters of PMN-33PT thin films 

 on (001)MgO(2.3 µm in thickness). 
 

Thin Films       Bulk PMN-33PT[13] 
PMN-33PT       Rhomb.       Tetra. 

a     0.4012 nm      0.4024nm     0.4018nm 
b     0.4018         0.4017       0.4018 
c     0.4049         0.40178      0.4041 
α    90.003o        89.910o 
β    89.799o 
γ    90.024o 

 
 
 

The lattice parameters indicate the possible 
structure of nm, c=0.405nm, α=β=γ=90o and/or 
monoclinic structure, i.e. β=γ=0. It is reasonably 
considered the in-plane structure of heteroepitaxial 

films is governed by the substrate surface structure. If 
the structure of substrate crystal is cubic, β=γ=90o 
for the epitaxial films, even if the bulk structure is 
rhombohedral. If the epitaxial films on cubic substrates 
show the rhombohedral structure, the epitaxial films 
surely include interfacial dislocated layer. So, it is 
reasonably understood present quenched PMN-33PT 
thin films do not show rhombohedral structure but 
tetragonal and/or monoclinic structure, i.e. β=γ=90o. 
The fact the quenched epitaxial PMNT thin films on 
different substrates show the same in-plane lattice 
close to bulk lattice parameters is considered as 
following growing process of the heteroepitaxial PMNT 
thin films. The crystal structure of the PMNT thin films 
during growing stage will be c-axis oriented tetragonal 
form, since the c-plane is the densest package plane. 
At the growing stage the film structure is not tightly 
governed by the substrate lattice. Their lattice spacing 
is almost the same to their bulk lattice values 
regardless to the substrate lattice spacing. The 
quenching surely freezes the crystal structure of the 
growing stage. The polar axis of the PMNT is c-axis. 
The high electromechanical coupling will be observed 
for the quenched PMNT thin films, although the crystal 
structure of the PMNT thin films is modified from bulk 
rhombohedral structure. 

 
These expectations have been confirmed by the 

measurements of electromechanical coupling at PMNT 
thin film planar bulk acoustic wave resonator FBAR. 
The electromechanical coupling of the PMNT thin films 
was 45％ at 1.3 GHz. The value is almost the same to 
the bulk value, i.e. 47% for rhombohedral structure [15]. 
Slow cooling after the film growth is conventionally 
used for the epitaxial growth. The crystal structure and 
the lattice parameters are fully controlled by the 
substrate lattice structure during the slow cooling 
stage [16]. The present quenching has prohibited the 
growth of the conventional epitaxial mode. The high 
electromechanical coupling of the present PMNT thin 
films has been confirmed by the measurement of 
piezoelectric constant of d and/or e values. The e31 
values were measured by a deflection of cantilever [17]. 
The cantilever comprised MgO beam deposited PMNT 
thin films of 2 to 3µm in film thickness. The thickness 
of MgO was 0.3mm with 2 mm width. Base electrode 
and top electrode were sputtered Pt films. It was found 
the deflection of cantilever beam was 1 to 5µm at 10V 
for 7mm in beam length, which corresponded e31=- 5 to 
-8(C/m2). These values are same order or higher than 
bulk PZT ceramics bimorph cantilever [18].    

 
The higher coupling thin films and/or higher Q 

thin films will be achieved by a selection of chemical 
composition  of  the  piezoelectric  films. Complex    



  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6 P-E hysteresis curve of Sr-doped 
PMN-PT-PZ thin films on SRO/Pt/(001)MgO. (film 
thickness: 1.9um). 

 
composition with small additive is used for the bulk 
ceramics piezoelectric materials. The present 
sputtering process easily achieves the complex 
composition  using  powder target. Figure 6 shows an 
example of ferroelectric properties of complex 
compound PMN-PT-PZ with addition of Sr [19]. 

 
Excellent ferroelectric P-E curves with large Pr 

was observed. In the bulk materials the addition of Sr 
increases the dielectric constant. The present 
sputtered PMN-PT-PZ films also show the increase of 
dielectric constant with the addition of Sr. The 
selection of chemical composition with variety of small 
additive will achieve the well-designed ferroelectric 
thin films including dielectric properties, piezoelectric 
properties, and mechanical properties for  the 
fabrication piezoelectric thin film devices. For the  

 
Figure 7. Typical XRD pattern of quenched thin 
PMN-33PT thin films (film thickness: 300nm). 

 
 

fabrication of FBAR of GHz operation the thickness of 
the piezoelectric thin films is smaller than 1µm. 
Absence of interfacial dislocated layer is essential.  
 
Figure 7 shows the XRD pattern of quenched 

PMNT thin films of thickness below 1 ㎛. It is seen 
sharp (001)PMNT peak is observed. This suggests the 
present quenching process provides high quality thin 
PMNT films and the process is one of a candidate for 
the fabrication of FBARF of high coupling and/or high 
Q perovskite materials. 
 

CONCLUSION 
 

Sputtering deposition followed by quenching 
provided stress free/ single c-domain /single crystal thin 
films of PMNT. The lattice parameters of the quenched 
sputtered films are almost the same to the bulk values 
independent of substrate materials. The 
electromechanical coupling kt of the PMNT thin films 
near the MPB composition was 45% which was almost 
the same to the bulk single crystal value 47%. The 
selection of cathode target materials provides wide 
variety thin films with designed composition. The 
multi-layered structure is also useful for a fabrication of 
thick films of flat surface single crystal perovskite. 
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Abstract— The growth of WCDMA is leading to an increased 
interest for duplexers.  Addition of new bands and features 
continue to drive the need for higher integration and lower cost. 
For duplexers used as discrete components, the goal is to avoid 
the addition of external elements. We developed a 3x2.5x1,6 mm3 
LTCC package CDMA duplexer. For modules application, a 
small 2x1.5x0.5 mm3 package is used for the SAWs and external 
components are added on a laminate. A CDMA duplexer with 
balanced RX output is presented. In order to support 100 ohm 
output impedance, a new configuration is proposed. Good 
isolation and symmetry are maintained. New bands for WCDMA 
have been defined. In particular, for band 4, the distance between 
RX and TX band is about 400 MHz. A new ladder architecture 
using external inductors to improve isolation is proposed and 
demonstrated.  PA duplexer modules are presented. They allow 
for better performances while simplifying the design for the 
phone manufacturer.    

I. INTRODUCTION  

 TX  band 
(MHz) 

RX band 
(MHz) 

Region Comments 

1 1920..1980  2110..2170 EU, Asia UMTS band 

2 1850..1910 1930..1990 USA PCS band 

3 1710..1785 1805..1885 EU DCS band 

4 1710..1755 2110..2155 USA  

5 824..849 869..894 USA CDMA band 

6 830..840 875..885 Japan Part of CDMA  

7 2500..2570 2620..2690 Discussed 
worldwide 

 

8 880..915 925..960 EU EGSM band 

9 1750..1785 1845..1880 Japan Part of DCS band 

TABLE I.  WCDMA FREQUENCY BANDS 

While GSM is a half-duplex system, meaning that a switch 
can separate the TX and RX paths in a mobile, CDMA and 
WCDMA are full duplex systems. Thus, the separation 
between RX and TX must be done in the frequency domain 

using filters, or duplexers. The growth of the WCDMA and the 
emergence of several new frequency bands (see table 1) 
increase the interest for high performance duplexers. 3G 
handsets include typically the four GSM edge bands and 
WCDMA band 1 for operation in Europe or WCDMA band 2 
and 5 for operation in USA or these three bands for worldwide 
operations.  

 A general trend in the handset world is the replacement of 
discrete components by modules [1]. The main advantage of 
this approach is in the manufacturing of the mobile phones, 
which benefits from a drastic simplification of the RF design 
effort, allowing for a reduction of the design cycle time. In 
addition, the reduction of components diminishes the 
manufacturing cost. Furthermore, when possible, the co-design 
of various components in a module can give a better result.  
Opportunities for improvements in over all performance are 
expected when optimizing for the global specification rather 
than splitting this responsibility between different teams. This 
trend is also true for both duplexers and PAs, and the PA 
duplexer module solution developed by TriQuint 
Semiconductor. 

The way duplexers are implemented is closely related to the 
way they are used. For discrete devices, the goal is to provide 
to the customer a complete duplexer solution. A match to 50Ω, 
without the need of additional components, is preferred.  The 
duplexer needs to integrate the SAW die, an impedance 
inverter and some inductors. The device thickness is less 
critical than for modules application. Several ways are possible 
to get this result. One approach is to embed the SAW die and 
the passive in a ceramic package. This can be done by 
embedding the passive in the ceramic by using the LTCC 
technology, or by adding an integrated passive device die 
inside the package. Another possibility is to use a small module 
approach. The package contains only the SAW die. It can be 
mounted on a laminate with the extra passive or on a LTCC 
support for example. It is very difficult to determine what “the 
best architecture” is and the choice is probably different from 
one company to another, depending on its available 
technologies and cost structure. We chose the LTCC package 
approach mainly because it was the one yielding the lowest 
cost for us.  



For the module applications, we developed a very compact 
2x1.5x0.5 mm3 ceramic package. Using advanced flip chip 
process, it is possible to embed the TX and RX SAW in this 
package. The impedance inverter as well as extra ground 
inductors are implemented as a part of the module on a 
laminate. To be able to get good duplexer performances 
requires complete control of the implementation. As it is usual 
for RF, the laminate layout has an important impact on the 
duplexer isolation. In particular, for duplexers, the ground 
paths in the laminate and in the package have to be carefully 
designed. Another point is the position of the different 
inductors on the module and the control of their mutual 
couplings. Our experience has shown that best results are 
obtained when a real co-design of all parts of the module is 
done. In this case, the laminate layout can be included when 
designing the SAWs. 

II. SAW DESIGN MODELLING TOOLS 

 

 

Figure 1.  Example of a CRF design inside Microwave OfficeTM. The top 
window is the schematic for one track of CRF including several gratings and 
transducers sections. The left bottom window is the corresponding layout and 

the right bottom window is some simulation response.  

Two aspects are important when discussing of design and 
modeling tools: the first aspect is obviously the accuracy while 
the second aspect is the integration of the SAW design inside 
the complete design flow.  Two main models are used at 
TriQuint to design SAW duplexers. The first model [2,3], so 
called harmonic admittance model, is based on prof. 
Hashimoto FEMSDA free software [4]. This software allows 
us to compute the harmonic admittance for an infinitely long 
periodic grating. By inverse Fourier transform, the mutual 
admittances from one electrode to another electrode inside the 
periodic grating are obtained. Then, the admittance of a 
synchronous resonator is calculated by summing the mutual 
admittances. The summation can also be replaced 
advantageously by an integration in the slowness domain [5] 
Some numerical problems have to be solved to get a good 
accuracy, in particular the leaky SAW pole has to be extracted 
and its contribution needs to be computed analytically. The 
main advantage of this method is that it takes into account 
directly for all acoustic modes and in particular the bulk mode 
is included. Its main drawback is that it only allows the analysis 

of synchronous resonators with infinite gratings. In particular, 
the losses and ripples due to the finite grating length are 
neglected. If the computation time is too long for purposes of 
optimization, simple perturbation methods may be used to 
account for variations of the resonators geometry. 

The second model used currently in TriQuint is a P matrix 
model. As described in [6], it is possible to extract from a 
harmonic admittance, computed using a FEM/BEM or 
FEMSDA model, the dispersion curve for the Leaky SAW. 
The second step is to compute the P matrix parameter from this 
dispersion curve. The P matrix parameters (reflection 
coefficient, velocity, propagation loss, acoustic conductance) 
are frequency dependent. It is impossible to suppress the 
ambiguity between velocity and reflectivity using only a 
periodic model and an assumption is needed. We used the same 
assumption as [6], i.e. we assumed that the reflection 
coefficient is frequency independent.  

Under this assumption, it is possible to extract from the 
dispersion curve all P matrix parameters. The result is a file 
containing the values of the parameters for a sample of 
normalized metal thickness h/2p, duty factor a/p and 
normalized frequency 2pf, where p refers to the pitch. This file 
is computed once for each couple of substrate and electrode 
material. It is then interpolated to find the parameter for the 
actual geometry and frequencies.  In this model, the difficult 
part is the process of extraction of the dispersion curve. The 
solution to this problem must be very robust in order to be able 
to work for a large variety of piezoelectric materials, metal 
thickness, duty factors and frequency. Typically, the presence 
of the bulk mode and of the hybrid mode [7] makes it tricky to 
write an extraction routine isolating the LSAW mode. The 
result can be very dependent on the extraction algorithm or 
even on its parameters (for instance, convergence criteria).  

As shown in [8], it is possible to give a very accurate 
representation of the harmonic admittance, which includes as 
well the LSAW, the bulk mode and the hybrid mode. Even if 
only the LSAW is included in the P matrix model for now, this 
allowed us to get a very robust algorithm to extract the 
parameters. 

The need for a good integration of the SAW design tools 
inside the global design flow led us to integrate our SAW 
models inside commercial EDA tools [ADSTM, Microwave 
OfficeTM] by the way of “Process Design Kits” or “User 
Compiled Models”. In particular, for the P matrix model, we 
implemented a transducer as a 4-port model (2 electrical ports 
and 2 acoustic ports). The EDA tool treats the acoustic ports as 
electrical ports. This is made possible by defining an arbitrary 
acoustic impedance of 50Ω. The P matrix cascade is then 
replaced simply by equivalent electrical connections [9].  

This approach is very powerful in terms of design 
environment. When the SAW model is implemented in the 
EDA, all the features of this EDA are directly available for the 
SAW designer. For example, several optimizers of different 
kinds are present. It is possible to perform a Monte Carlo 
analysis of a module including manufacturing variations of the 
SAW as well as variations of the other elements. In addition, 
the layout is done directly in the EDA, based on the design 
parameters. This approach enables a direct link to the EM 



simulator. The integration of all the elements of the module in 
the same tool is also very important for a true collaboration 
between the SAW, modules and PA designers.  

III.  CDMA- WCDMA BAND V DESIGNS 

A. Discrete solution 

For a discrete duplexer component, it is important to 
simplify its utilization and to avoid the need of external 
components. Typically, the duplexer contains a phasing 
element and two or three small inductors connected in series of 
the shunt resonators. With the increasing number of 
competitors who are able to manufacture duplexers meeting 
technical requirements, the cost continues to become a more 
significant factor. Our approach was to use passive elements 
embedded in a 3x2.5 mm2 LTCC package. The main factors 
driving the cost are the number of layer in the LTCC and the 
size of the SAW die. We chose to use only four LTCC layers 
(counting from the input pads to the bump pads) to embed the 
elements.   
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Figure 2.  Architecture of the LTCC CDMA duplexer. The two series 
resonators grouped in ths dashed line box are acoustically coupled to reduce 

the die size 

The duplexer architecture was chosen to minimize the die 
size while maintaining good performance. The architecture is 
shown on figure 2. To connect the TX and the RX filters, an 
impedance inverter is needed.  Embedding one quarter-
wavelength line in the package is a typical solution. Using 
three passive elements (2 capacitors and 1 inductor or 2 
inductors and 1 capacitor) an inverter may be implemented. By 
choosing to use a series inductor between two shunt capacitors, 
we were able to embed the two capacitors on the SAW die. 
From the antenna, the first element for the RX filter is a shunt 
resonator, which is able to assimilate one of the shunt 
capacitors required for the inverter. For the TX filter, the first 
element on the antenna is a resonator in series so that the shunt 
capacitor Cp has to be present. A very simple and compact way 
to do a capacitor is to place on the SAW die an IDT in a 
different direction than the used LSAW direction. If its period 
is chosen appropriately, this IDT behaves like a capacitor in the 
frequency band of interest. 

 A way to make the die more compact is to use acoustic 
coupling between series resonators. Typically, these resonators 
have small sizes.  When the size is not a concern, they are 
generally not laid out one in front of the other in order to avoid 
acoustic coupling between them. Actually, these resonators can 
be acoustically coupled without performance losses [10] if this 
is accounted in the model. Furthermore, one of the two 
resonators acts like a reflector for the second one, which results 

in even smaller sizes. For this example, the two last (from 
antenna) series resonators of the TX filter are acoustically 
coupled.  The filter was designed with the P matrix model 
inside ADSTM. EM simulation of the LTCC and die was 
performed using HFSSTM (see figure 3). 

The definition of ports inside the electromagnetic simulator 
is very important. HFSSTM allows the definition of so called 
differential ports. One differential port consists in two electrical 
nodes. It is assumed that all the current coming from one of 
these nodes will enter the second node. If this is a good 
approximation when a standard resonator is connected to the 
port, it is no more valid when the resonators are acoustically 
coupled. Similar problem happens when analyzing CRFs. The 
solution we found in this case was to add a “virtual” common 
reference potential (i.e. adding a metallic pad) between the bus 
bars and to define the ports between one bus bar and this 
common reference (see fig. 4). Using this method, we were 
able to reduce the die size down to 1.4x0.9 mm2. Figures 5-9 
show the comparison between measured and simulated results. 
The insertion loss is 2 dB for TX and 3 dB for RX while the 
isolation is 53 dB in the TX band and 45 dB in the RX band. 
As shown on the figures, the correlation between 
measurements and simulation is very good. 

 

Figure 3.  3D view of the duplexer including the LTCC package and the die 

 

Figure 4.  Detail of the die showing the acoustically coupled resonators and 
the ports (arrows) in HFSSTM 

Extra reference pad 
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Figure 5.  Comparison of mesurement and simulation for the LTCC duplexer 
RX and TX paths. Black measurement. Blue TX path. Red RX path. 
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Figure 6.  Comparison of measurement and simulation for the LTCC 
duplexer TX path. Black measurement. Blue simulation 
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Figure 7.  Comparison of measurement and simulation for the LTCC 

duplexer RX path. Black measurement. Red simulation 
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Figure 8.  Comparison of mesurement and simulation for the LTCC duplexer 
top RX and TX paths 
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Figure 9.  Comparison of measurement and simulation for the LTTC 

duplexer RX/TX isolation. Black measurement, red simulation 

B. Single-balanced duplexer 

A new requirement is to design duplexers having a 100 Ω 
balanced output for the RX side while maintaining the 50 Ω 
terminations for the TX and antenna ports. Therefore, the RX 
ladder filter was replaced by a coupled resonator filter. In 



addition, the 100Ω output impedance makes it difficult to use 
the common configuration where the balanced output IDT is 
implemented using two transducers connected in series. To 
obtain the required  output match, we chose to use a RX filter 
structure where the balanced output is produced  by a single 
IDT (see figure 10 ). 

 

O u t +  

O u t -  

In p u t  

 

Figure 10.  50 Ω output impedance structure 2 tracks CRF  
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Figure 11.  Architecture of the RX filter of the S/B duplexer 

The natural impedance on the output side is 50Ω. The 
reason for this choice is that it is much easier to increase by 
design the impedance from 50Ω to 100Ω than to reduce it from 
200Ω to 100Ω. The problem with the structure of figure 10 is 
that the (out-) connection is very close to one of the 
connections between the tracks so that the capacitances 
between the two lines are not negligible, especially when 
crossovers are used on the die. This can result in isolation and 
rejection deterioration. In addition, because of the presence of 
the ground connection for the input transducers, a space-
consuming bump is needed between the two tracks. To avoid 
this, we chose to use a balanced connection between the two 
tracks (figure 11). 

 The input, of the structure in figure 11, is associated with 
the two outer transducers. The center transducer is split into 
two parts with invert phase and connected in series so that their 
common point is naturally at the ground. One advantages of 
this approach is its lower size due to the suppression of the 
center bump. Even more importantly, the capacitances between 
(RX Out 1) and (+) and (–) are identical. The two 
corresponding spurious are out of phase and cancel each other, 
and result in good isolation.  

Seen from the antenna side in TX band, the CRF is 
equivalent to a small capacitance easy to match with a parallel 
inductor. The two SAW dies are embedded in our 2x1.5 mm2 
package. With two additional inductors, this package has been 
mounted on a 3x2.5 mm2 laminate. Obviously, as discussed 
before, this solution is well suited to integration in a module.  

Figure 12.  TX and RX paths for the single balanced duplexer 
(Black=simulation/ red=measurement) 

 

 

 

 

 

 

 

 

 

 

Figure 13.  RX/TX isolation for the single/balanced duplexer 
(Black=measurement, red=simulation) 

Very good performance is obtained. The typical insertion 
loss is -1.5 dB and -2.3 dB in the TX and RX band 
respectively. A typical isolation of –52 dB in the RX band and 
-45 dB in RX band has been demonstrated. In addition, the 
amplitude imbalance is less than +/-0.5 dB and the phase 
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imbalance is less than +/-3 degrees. Figure 14 shows the wide 
band comparison between the single LTCC duplexer and the 
single balanced duplexer. The TX wide rejection is similar for 
both duplexers. For the RX path the rejection is improved by 
20 dB at 3 GHz for the single balanced duplexer. This is due to 
the use of CRF instead of a ladder filter. 
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Figure 14.  Wideband comparison of the LTCC (in black) and the single 
balanced duplexer(in red and blue) 

IV.  WCDMA BAND 1  
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Figure 15.  Narrow band (top) and wideband (botton) measured response for 
the WCDMA band 1 duplexer. Blue TX path, red RX path, black TX/RX 

isolation. 

A WCDMA band 1 duplexer was designed and 
manufactured for our PA duplexer module (see section VI). 

Again, the small 2x1.5 mm2 is used to embed the SAWs. The 
extra passive components are on the module laminate. Ladder 
filter architectures were used for both TX and RX. The 
difficulty was to get good insertion loss and isolation while 
maintaining a reasonable wide band rejection. Typically, 
adding inductors to the shunt elements helps to improve the 
close in performance (i.e. passband and isolation) while 
producing a degradation of the far out rejection. Figure 15 
shows typical results for our band 1 duplexer measured inside 
our PA duplexer module. Typical insertion losses are 2 dB and 
2.5 dB for the TX and RX band respectively while the TX/RX 
isolations are –54 dB in the TX band, and –48 dB in the RX 
band. The TX path has 26 dB of rejection in the DCS band. 
The TX harmonics are rejected by 16 dB and 20 dB, and the 
RX path exhibits a rejection better that 20 dB up to 8 GHz.  

V. WCDMA BAND 4 DUPLEXER 

An example of a new WCDMA band is band 4. The 
bandwidth (40 MHz) is relatively narrow for the 2 GHz range. 
Compared to the other bands, an important point for the band 
4 is that the spectral distance between the TX and RX bands is 
about 400 MHz, which is 20% of the center frequency and 
thus very large. If this large distance reduces the required 
steepness and seems to make the design easier, it is not the 
case upon examining the problem in more detail.  
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Figure 16.   

When using a ladder structure, the best rejection of the 
filters is obtained close to the notches at the resonance of the 
shunt resonator and at antiresonance of the series resonators. 
For band 4, the RX band is very far from the TX and it 
becomes difficult to meet the rejection and isolation 
requirements. It is well known that adding inductors in series to 
the shunt resonators of a ladder filter decreases the resonance 
frequency of the resonator while keeping constant its 
antiresonance frequency. This has the effect of shifting the low 
side notches of the RX frequency response to lower 
frequencies, and permits the design of a duplexer with 
sufficient TX band rejection in the RX path.  

Similarly, it is very important to have a good rejection of 
the RX band in the TX path. To obtain this result, we chose 
again to use inductors to increase the equivalent coupling 
coefficient of some resonators. For the TX path, this is done by 
placing inductances in parallel with the series resonators, which  
has the effect of increasing the antiresonance frequency of the 
composite resonant element, while maintaining the resonance 
frequency. This approach places a notch in the RX band. 



The chosen duplexer architecture is shown on figure 16. Again, 
the SAW dies were encapsulated in our 2x1.5 mm2 package 
while the 4 inductors are externally connected. The duplexer is 
used in a module. We were able to obtain typical insertion 
losses of 1.5 dB and 2 dB for the TX and RX band 
respectively. The typical TX/RX isolation is about 55 dB in the 
TX band and 47 dB in the RX band.  To be able to get such 
performances, a careful design of the laminate layout is the 
key. In particular, it is very important to control the grounding 
paths of the duplexer. In addition, it is important to be careful 
with the layout of the inductors in order to avoid inductive 
coupling. Using this approach we were able to obtain a 
minimum TX rejection of 30 dB, up to 6 Ghz. 
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Figure 17.  Narrow band (top) and wideband (botton) measured response for 

the band 4 duplexer. Blue TX path, red RX path, black TX/RX isolation.  

VI.  PA DUPLEXER MODULES 

 
While first generation WCDMA phones typically used a 

discrete approach for the front-end, the integration of several 
components into PA Duplexer modules (transmit modules) has 
recently become a widely adopted approach. Typically such a 
module includes an interstage filter, a power amplifier, a 
directional coupler, optionally a power detector, and the 
duplexer, as well as all required matching and phasing 
components (figure 18). 
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Figure 18.  Block diagram of a PA duplexer module 
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Figure 19.  TX-ANT rejection of a complete Band I PA duplexer module 

For the phone manufacturer, this architecture provides 
several advantages: 

-The phone design effort is significantly reduced. All 
interfaces are well-defined 50Ω ports, all mutual coupling and 
grounding effects are addressed within the module. Also 
component count is dramatically reduced. 

- The phone PCB area for the WCDMA front-end is 
reduced. First generation PA Duplexer modules integrate all 
above mentioned functionality into a size of only 5.0x8.0x1.5 
mm³, second-generation module size is 4.0x7.0x1.1 mm³ and 
further size reduction is visible. 

- Overall electrical performance of the module is improved 
over the discrete approach by carefully aligning all components 
within the module and by optimizing all internal interfaces. 

An example for optimized component alignment is the total 
noise performance. The measured noise power at the antenna 
port and at the RX port of the module Ncomp is a function of the 
noise at the input of the amplifier NRX, the noise generated by 
the amplifier Namp and of mixing effects of the input noise with 
the carrier signal. The total noise can be calculated as  

convRxampampRxRxcomp GNGNGNN ⋅+⋅+⋅=  (1) 

In (1), GRX and Gconv depend on the interstage filter, the 
amplifier, and the duplexer while Gamp is a function of the 
duplexer only. Since all input and amplifier related noise 
contributions are known during the design phase of the module, 



the filters rejection requirements can be optimized resulting in 
better insertion loss of the duplexer and therefore in a reduction 
of the total current consumption of the module. As an example, 
figure 19 shows the measured wide band rejection of a band 1 
PA duplexer module.  

Another important optimization process during the module 
design is related to the interfaces between the power amplifier, 
the directional coupler and the duplexer. The natural 
impedance of the TX port of the duplexer is not necessarily 
50Ω while the required impedance at the PA output is in the 
range of 5Ω for a typical WCDMA amplifier. Since the 
presented line up does eliminates the option of using an isolator 
between PA and duplexer to achieve load insensitivity, this 
optimization process takes into account all required load 
mismatch conditions. Typically this means that the linearity has 
to be maintained even for load mismatch of up to 3:1, 
depending on further losses of the overall front-end 
architecture.  

TriQuint designed and fabricates a complete product line of 
PA duplexer modules. It is applied for CDMA and WCDMA in 
the cellular, pcs and IMT band 1 frequency ranges. As an 
example, figure 20 shows a photograph of our band 1 PA 
duplexer module. 

 

Figure 20.  Band I PA duplexer module 

VII.  CONCLUSION 

To serve the growth of WCDMA, a continuous 
improvement and size reduction of duplexers is required. For 
discrete solutions, we chose to use LTCC package in order to 
avoid the need for external components. A 3x2.5 mm2 duplexer 
was designed. To reduce the cost, the package was simplified at 
maximum and the SAW die size reduced. Typical isolation as 
good as 53 dB in the TX band and 45 dB in the RX were 
obtained while keeping 2 dB insertion loss for the TX band and 
3 dB for the RX band. 

Modules provide for phone manufacturers as well cost 
reduction as reduction of their design efforts. For modules 
applications, we use a small 2x1.5x0.5 mm3 package to embed 
only the SAW dies while the additional passive are laid on the 
module. To obtain good results it was necessary to design the 
module and the SAWs together. This is made easier by 
embedding the SAW models in an EDA tool. We were able to 
design and manufacture a duplexer having a balanced RX 
output. A new architecture was presented in order to handle 
100 Ω output impedances. Among the new WCDMA bands, 

band 4 has a very large frequency difference between TX and 
RX. To make a duplexer for this band, a new architecture was 
defined using intensively inductors to increase the equivalent 
coupling coefficient of resonators.  

Duplexers and PA duplexer modules are a very exciting 
technical field. Designers have to deal with the SAW design as 
well as the PA and the definition of the complete module. All 
aspects have a major impact on performance and a lot of 
possibilities exist to improve the combined performance. In 
future, the co-design of the duplexer and the complete module 
is foreseen to become more and more important. This will 
continue to drive the integration trend. In addition, the new 
SAW emerging technologies like temperature compensation 
and high coupling substrates [11-14] will probably become 
more and more common for duplexers.  
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Abstract – We have studied a method to improve and 
enhance the characteristic of SAW filter by using SiO2. 
In a standard of Third Generation Partnership Project 
(3GPP), there are some operation bands for FDD/CDMA 
system. So, the SAW filter which has become widely 
used as a key device used in cellular phone is required to 
satisfy the specification of every band. However the band 
width of SAW filter is almost determined by 
electro-mechanical coupling coefficient (K2) and 
temperature coefficient of frequency (TCF) of substrate 
material. Then it is necessary to change the material 
characteristics of substrate to design filters for several 
operation band. Against this background, we paid 
attention to temperature compensation technology using 
SiO2. It has been known that low TCF can be realized 
with SiO2. Additionally, K2 also changes because of 
SiO2 coating.  

In this paper, we will show the possibility to realize 
the resonator characteristics by coating LiTaO3 (LT) or 
LiNbO3 (LN) with SiO2 which can be applied to SAW 
duplexer of several operation frequency bands in 3GGP 
standard.     

 
I. INTRODUCTION 

 
The antenna duplexer, which is needed to transmit 

(Tx) and receive (Rx) signals simultaneously, is an 
essential device for the cellular phone in FDD 
communication. Because antenna duplexers require 
high quality characteristics that are low insertion loss 
(IL), high attenuation (ATT) and high power durability, 
dielectric types have been used conventionally. 
However, recent improvements of the quality of SAW 
filters lead to emergence of SAW antenna duplexers in 
800 MHz applications [1]. However, in a standard of 
Third Generation Partnership Project (3GPP), there 
are some operation bands for FDD/CDMA system 
(Table 1). So, the SAW filter is required to satisfy the 
specification on every band with high quality.  

A SAW filter is a filter using a characteristic of 
piezoelectric material and the performance of SAW 

Table1. UTRA Fdd frequency bands 
 
 
 
 
 
 
 
 
 
 
 

filter is almost determined by a substrate material 
property and the design. Especially, in resonator type 
like DMS-type and Ladder-type SAW filter, the band 
width is almost determined by electro-mechanical 
coupling coefficient (K2) and temperature coefficient 
of frequency (TCF) of substrate material. One of the 
reasons for realizing the SAW duplexer for 800 MHz 
applications, which corresponds with Band V, is that 
K2 and TCF of 36-48oYcut LiTaO3 substrate suited 
frequency allocation of band V. However the situation 
is different in other FDD/CDMA operating frequency 
bands. Thus the technology to control K2 and TCF of 
substrate material is needed. From the table1, the 
small TCF and steep skirt characteristic are needed to 
realize the SAW duplexer for operating band II, III, 
VII and VIII(Figure1-a). It is necessary to strike a 
balance between bandwidth and TCF to form required 
pass-band and rejection-band width for operating band 
I, IV, VI and IX(Figure1-b). Against this background, 
many researchers have tried several methods to 
change k2 and TCF of substrate material [2][3]. We 
paid attention to temperature compensation 
technology using SiO2. Although this method might 
improve the TCF, SiO2 degrades the performance of 
SAW devices. It has never put into practical use. In 
case of the conventional technique, the degradation of 
Q-factor at anti-resonance frequency (Qp) is the most 
serious problem. From our experimental results, the 
shape of SiO2 has seemed to play an important role in  



(a)IDT/refractor              (b) Square pattern 

Fig.2 A sectional structure of test device 

Fig. 3 Transmission characteristics 
 

Fig. 4 Minimum insertion loss  
 

Fig. 1 The image of band width control direction 

-30

-25

-20

-15

-10

-5

0

1700 1900 2100 2300 2500

hmet/λ:10%

hmet/λ:4%

hmet/λ:7% hmet/λ:2%

In
se

rti
on

 L
os

s 
[d

B
]

Frequency [MHz]

-30

-25

-20

-15

-10

-5

0

1700 1900 2100 2300 2500

hmet/λ:10%

hmet/λ:4%

hmet/λ:7% hmet/λ:2%

-30

-25

-20

-15

-10

-5

0

1700 1900 2100 2300 2500

hmet/λ:10%

hmet/λ:4%

hmet/λ:7% hmet/λ:2%

In
se

rti
on

 L
os

s 
[d

B
]

Frequency [MHz]

Fig. 5 Qp of the SAW resonator 
with SiO2/IDT/LT structure  
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this phenomenon. In order to overcome this problem, 
we have tried not only to form high quality SiO2 layer 
but also to control the cross-sectional structure of the 
SiO2 layer. They are achieved by an advanced 
deposition method that we developed. The purpose of 
this study is to investigate how the layer-profile of 
SiO2 affects the characteristics of 1-port resonator and 
how to get useful SAW resonators which can be 
applied to SAW filters for SAW duplexers. 

 
ΙΙ. Conventional SAW RESONATORS HAVING  

SiO2/IDT/LiTaO3 STRUCTURE   
 

For investigating influence of SiO2 coat on the 
characteristics of SAW device, we employed the 
synchronous 1-port SAW resonator as a test device. A 
SiO2 thickness was optically measured on the square 
pattern that was located close by the test SAW 
resonator. The sectional structure of the test SAW 
resonator is illustrated in figure 2. 

 
 

  
 
 
                                  
 
 
 

II-1. SiO2 coat using conventional RF-sputtering 
Figure 3 (a) and (b) shows the variations of 

transmission characteristics of SAW resonator having 
IDT/LT structure and SiO2/IDT/LT structure with 
different hmet, respectively. Both minimum IL of the 
SAW resonator with and without SiO2 structure is  

  
 
 
 
 
 
 
 
 

(a) IDT/LT structure     (b) SiO2/IDT/LT structure 
 
 
 
 
 
 
 
 
 
 
 
   
 
 

shown in figure 4, and Qp of SAW resonator with 
SiO2 structure is shown in figure 5.In case of SAW 
resonator without SiO2, the characteristic of 
anti-resonant frequency becomes to deteriorate after 
peaking in hmet/λ = 4% with hmet/λ increasing. 
Minimum IL becomes small with hmet/λ increasing. 
On the other hand, in case of SAW resonator with 
SiO2, The characteristic at anti-resonant frequency 
(fp) is deteriorated with increase in hmet. Especially,  
Qp is deteriorated remarkably over 3% of hmet/λ.  
Figure 6 shows the reflection coefficient (| r |) roughly 
estimated from resonant frequency and frequency of 
spurious which appears at higher frequency than fp.  
| r | of SAW resonators with SiO2 increases more than 
those of SAW resonators without SiO2 as the hmet/λ 
increase. The acoustic impedance of SiO2 is similar to 
that of Al. Then, if IDT/reflector is embedded in SiO2 
and the SiO2 layer is formed homogenously on SAW 
propagation path, the factors of discontinuity in SAW 
propagation is almost only electric-loading effect.  
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Fig. 10 The dependence of K2  
on deposition condition  

 

Fig. 11 The dependence of | r |  
on deposition condition 

 

Therefore, in this case, | r | of every SAW resonator 
with every hmet/λ would becomes almost the same and 
smaller than that of SAW resonator without SiO2. 
However the results of our experiment were much 
different from anticipated results. To investigate the 
reason for this inconsistency, we observed the 
cross-section views of some test resonators (Fig.7).  
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 Cross-section views of SiO2/IDT/LT structure SAW 

resonators of which SiO2 was coated using 
conventional RF-sputtering instrument. (hSiO2/λ =20%) 

 
 
From figure 7, it can be seen that the layer-profile of 
SiO2 depends on the hmet. As the hmet becoming 
thicker, the thickness between top and bottom of 
convexoconcave of SiO2 becomes thicker. Especially,  
clear another actual reflection surface, which is 
different from the edge of IDTs/reflectors, seems to be 
formed in over 4% hmet/λ. 

 
II-2. SiO2 coat using advanced deposition method 

From the experimental results shown in previous 
section, it seems that hmet/λ should be less than 4% to 
get a good Qp performance in SiO2/IDT/LT structure. 
However, the resistance of Al thin film which is less 
than approximately 150nm dramatically increases due 
to thin film effect. In the GHz band SAW filter, 
hmet/λ <4%  correspond to thickness of less than 
100nm. The increasing of IL with change of hmet/λ in 
the resonators without SiO2 are caused by the 
increasing of electric resistance (Fig.4). Then both the 
control of shape of SiO2 not to form another reflection 
surface which is different from the edge of 
IDTs/reflectors and the thick IDT would be necessary 
to enhance both Qp and Qs of SAW resonators with 
SiO2. Thus we have developed an advanced 
deposition method to control a shape of SiO2 layer, 
which covers the thick IDTs/reflectors. Figures 8(a) to 
8(d) show the cross-sectional views of IDT of four test 
resonators, which are coated with SiO2 using this 
advanced deposition method under different 

deposition conditions. The hmet/λ and the hSiO2/λ of 
resonators, of which cross-sectional views are shown 
in figure 8, are 7% and 20%, respectively. By 
changing the deposition conditions of advanced 
deposition method, the convexoconcave of SiO2 
becomes smaller and smoother in spite of every test 
resonator having the same hmet/λ? and the same 
hSiO2/λ. The transmission characteristics of these 
resonators and the dependence of Qp on the deposition 
conditions are shown in figures 9(a) and (b). 
Additionally, the dependence of K2 and | r | on the 
deposition conditions are shown in figures 10 and 11, 
respectively.  

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8 Cross-section views of SiO2/IDT/LT structure SAW 

resonators of which SiO2 was coated using advanced 
deposition method. (hmet/λ =7%, hSiO2/λ =20%) 

 
 
 
 
 
 
 
 
 

 
Fig. 9 Transmission characteristics and Qp of SiO2/IDT/LT 

structure SAW resonators with different hmet 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

(a) Condition: A (b) Condition: B

(c) Condition: C (d) Condition: D
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(a) Qs (b) Qp 

Fig.14 The dependence  
of TCF on hSiO2/λ 

Fig.13 The dependence  
of K2 on hSiO2/λ 

(a) Qs (b) Qp 

Both Qp and K2 were improved dramatically as the 
convexoconcave of SiO2 surface profile becomes 
small and smooth. At the same time, | r | decrease 
predictably. In case of deposition condition D, the | r | 
is nearly equal to SAW resonator without SiO2 which 
has 4% of hmet/λ. | r | is important factor for SAW 
resonator, and a suitable value is required. From point 
of view of Qp and K2, a flat surface of SiO2 layer 
seems better in this system of  SiO2/IDT/LT, but a 
certain convexoconcave of SiO2 is needed to get 
suitable | r | for SAW resonators [4].    

Figure 12, 13 shows the dependence of Q-value and 
K2 on hSiO2/λ in case of deposition condition D.  

 
 
 
 
 
 
 
 
 
 
 

Fig.12 The dependence of Q-value on hSiO2/λ in case of 
deposition condition D. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
The TCF variations at fr as a function of hSiO2/λ 

in case of SiO2 deposition conditions D is shown in 
Figure 14. Under this sputtering condition, every Qp 
was over 600 and Qs was the best in case of hSiO2/λ= 
20%. It has been reported the Qs is a function of 
electrode thickness and cut angle of substrate with the 
exception of electric resistance [5]. So we guessed 
there was some relationship between surface profile of 
SiO2 and cut-angle of LT substrate. Figure 15 shows 
the Q-factors of SAW resonators with SiO2/IDT/LT 
structure with different cut-angle LT. In Fig.15, every 
SAW resonator has hSiO2/λ= 20%, hmet/λ=7%. 

 
 
 
 
 
 
 
 
 
 

Fig.15 The relationship between Q-factor and cut angle of 
LT in case of hSiO2/λ= 20%, hmet/λ=7%  
 (deposition condition of SiO2 is D) 

 
 
In this system, the best value of Qs was gotten around 
37 degree and Qp is increasing as a cut angle becames 
higher. We think the Qs depend on the profile of SiO2. 
 Concerning K2, it can be seen that K2 becomes small 
as hSiO2/λ becomes large. And concerning TCF, it is 
improved as hSiO2/λ becomes large. Especially,  
zero-TCF at fp can be achieved at hSiO2/λ of 
approximately 30% in SAW resonator with hmet/λ of 
7%. From these results, we believe it is possible to 
realize a SAW resonator with steep cut off 
characteristic and small TCF through the optimizing 
the K2 with high-Q by controlling hSiO2/λ, hmet/λ, 
cut angle of LT and SiO2 shape in this SiO2/IDT/LT 
system.  
 

  III. Band II (PCS) SAW Duplexer 
 

We have applied SAW resonator with SiO2/IDT/LT 
structure mentioned in section II to Band II (US-PCS) 
SAW duplexer. In the case of ladder-type filter, a 
higher frequency part of the pass-band and attenuation 
characteristics of filter is to be mainly determined by 
the resonators that are located on series arms. Then, 
the rough estimation of the hSiO2/λ of resonators with 
SiO2/IDT/LT structure that are used for series arm 
resonators in Tx filter, is given as follows (Fig. 16,17),  

 
α < PZD / fc < β 

where 
 

PZD = fa – fr  
fr: resonant frequency,  
fa: anti-resonant frequency 

fc: center frequency 
α = [(A / 2) +(C / 2)] / fc 
β? = [(A / 2) + B - (C / 2)] / fc 
 



Fig.18 Frequency characteristics and Temperature characteristics 
of US-SAW duplexer using SAW resonators with 
SiO2/IDT/LT structure 
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Fig.16 The definition of α,β in rough standard 
 
 
 
 
 
 
 
 
 
 
 
Fig.17 The rough standard of the extent of the PZD of 

resonators that are used for series arms in Tx 
filter 

 
To take all data shown in Fig.17 into account, the 

resonator with SiO2/IDT/LT of hmet/λ = 7% and 
hSiO2/λ = 20% is selected for the resonator of filter 
used in US-PCS SAW duplexer. The frequency 
characteristics of the filter used such resonators at -30 

oC, 25 oC and +85 oC and temperature characteristic 
are shown in Figures 18(a) to (d). 

The Tx filter has an insertion loss of 2.7dB at the 
Tx pass band, and a rejection of 42dB at the Rx band 
at 25 oC. The Rx filter also has an insertion loss of 
3.6dB at the Rx pass band, and a good rejection of 
52dB at the Tx band at 25oC. Concerning isolation 
characteristics between Tx and Rx, attenuations at the 
Tx/Rx bands were 55dB/46dB at 25 oC. TCF of Tx/Rx 
filters at center frequency were -14.4/-15.6ppm/oK, 
respectively. TCF at center frequency of Rx filter is a 
little bit larger than that of Tx filter. However, TCF of 
critical frequency region of Rx filter, which is the 
cross-band between the Tx pass band and the Rx pass 
band, is smaller than TCF at center frequency. It’s 
owing to this small TCF, the US-PCS duplexer shows 
good performance over the whole operation  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
temperature range from -30 oC to +85 oC. The insertion 
losses of Tx/Rx filter at the pass bands were less than 
3.5dB/4.0dB. The attenuations at the rejectionbands 
were more than 50dB/40dB over the whole operation 
temperature range. Concerning isolations at the Tx/Rx 
bands were more than 53dB/44dB, respectively. 
 
 

ΙV. SAW RESONATORS HAVING  
SiO2/IDT/LiNbO3 STRUCTURE   

 
In section II, we discuss SiO2/IDT/LT structure. We 

show that SAW filter with steeper characteristic and 
smaller TCF than conventional SAW filter using LT 
are realized by controlling a shape of SiO2 in that 
structure. However, SiO2 coat makes K2 be small. 
Thus we have tried to cover LN with SiO2 to get 
larger K2 substrate than SiO2/IDT/LT. Figure19(a) 
shows the relationship between K2 and cut angle of 
LN in SiO2/IDT/LN concerning hmet/λ = 3% and 5%.  
We used conventional RF-spattering instrument for 
depositing SiO2 here. Figure 19(b) shows the 
minimum insertion loss of every sample. From fig.19 
(a), K2 is increasing as cut-angle of LN is decreasing, 
and K2 which is larger than that of SiO2/IDT/LT can 
be gotten at lower than 41 degree. A difference of 
minimum insertion loss between the SAW resonator 
with electrodes thickness of hmet/λ=3% and that of 
5% becomes small with the cut-angle of LN becoming 
lower. At the low cut-angle such as 5 and 15degree,  

(c) From Tx port to Rx port        (d) Temperature characteristics 

(a) From Tx port to Antenna port   (b) From Antenna port to Rx port 
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      (a)K2               (b)min.I.L.  
 

Fig.19 The relationship between K2/min.I.L. and cut angle 
of LN in case of hSiO2/λ= 20%  

 
the difference of insertion loss between the electrode 
with hmet/λ=3% and that with 5% seems to come 
mainly from the difference of electrical resistance 
between them. Y11 characteristic of the SAW 
resonator with SiO2/IDT/LN structure using 15 degree 
cut LN was shown in figure20.  
 
 
 
 
 
 
 
 
 
 
 

Fig.20 Y11 character is t ic of  SiO2/IDT/LN 
structure  using 15 degree cut  LN  
(SiO2 was deposi ted by us ing 
convent ional  RF-spat te r ing ins t rument)   

 
The characteristic around anti-resonant frequency 

of the resonator with hmet/λ=5% is better than that 
of the resonator with hmet/λ=3% despite of thicker 
electrode in this SiO2/IDT/LN system. This tendency 
is different from case of SiO2/IDT/LT structure. 
Additionally, there is comparable large spurious about 
7.0 dB is found at lower frequency side of fr of SAW 
resonator in case of hmet/λ=5%. This spurious seems 
to come from response of Rayleigh mode by judging 
from propagation velocity [2]. This spurious makes a 
characteristic of filter which consist of these 
resonators deteriorate. For suppressing this spurious, 
we tried to apply the shape of SiO2 control technology 
mentioned in previous section. The result is shown in 
figure21. A spurious was suppressed to 1.7dB and the 
distance between resonant frequency and spurious 
became wider. Additionally, we confirmed the K2 and  

 
 
 
 
 

 
 
 
 
 

Fig.21 Y11 character is t ic of  SiO2/IDT/LN 
structure  using 15 degree cut  LN  
(SiO2 was  deposi ted  by using advanced 
RF-spat te r ing ins t rument)   

 
insertion loss was almost same the SAW resonator 
with SiO2 which is deposited using conventional 
sputtering instrument. In this case, TCF was 
approximately -40ppm/K. This resonator is available 
to design a filter for duplexer of Band I. 
 
 

V. CONCLUSION   

 
We have tried to change the characteristic of SAW 

resonator by using SiO2 coating technology in order to 
realize SAW duplexer for several operation bands. As 
the results, we realized the characteristics of the SAW 
resonator with small TCF and steepness by using 
SiO2/IDT/LT system. We realized the characteristics 
of the SAW resonator with high K2 by using 
SiO2/IDT/LN system as well. In our series of study, 
SiO2 layer-profile control technology played 
important roll to get a high performance SAW 
resonator with high-Q and low insertion loss in 
SiO2/IDT/substrate system. We also show the 
usefulness of advanced sputtering instrument we 
newly developed to control a shape of SiO2. We 
believe SAW duplexers for several operating band in 
3GPP standard are realized using this technology. 
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Small SAW Duplexer for W-CDMA Full-Band with Good Temperature

Characteristics
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Abstract–Small sized surface acoustic wave (SAW) du-
plexer for wide band code division multiple access (W-
CDMA) system with a good temperature coefficient of
frequency (TCF) and good frequency characteristics has
been required. However, the size of conventional SAW
duplexer for W-CDMA using Al-electrode/50-70◦YX-
LiNbO3 is large (3.8×3.8mm2) and its TCF is not good
(-80ppm/◦C). So, this duplexer can’t satisfy its severe
specifications in the all temperature range from -30
to 85◦C. When SiO2 film is deposited on this sub-
strate to improve the TCF, the frequency characteris-
tics is deteriorated by convex portions on the SiO2 sur-
face caused by SiO2 sputtering. This time, by apply-
ing a flip chip bonding process, a flattened-SiO2/Cu-
electrode/substrate structure, and a YX-LiNbO3 sub-
strate, a small sized (3×2.5×1.2mm3) SAW duplexer hav-
ing good characteristics (such as low insertion loss and
large attenuation) and good TCF has been realized for
the first time. Here, the SiO2 film is used to improve the
TCF, the flattened-SiO2 to obtain high Q, the thick Cu-
electrode to obtain the large reflection coefficient, and the
YX-LiNbO3 substrate to obtain the large coupling factor
and not to generate Rayleigh wave which causes spurious
at the SiO2 of 0.3λ and the Cu-electrode of 0.05λ.

I. INTRODUCTION

Antenna duplexers composed of dielectric ceramic res-
onators have widely been used for mobile phone systems.
However, the size miniaturization has been strongly de-
manded, because the size is large as 4.0×9.0×2.0mm3.
So, currently the duplexers consisting of surface acous-
tic wave (SAW) or AlN film bulk acoustic resonators
(FBAR) have been developed actively [1-5]. The pass-
bands of a transmission (Tx) and a receiving (Rx) of
wide band code division multiple access (W-CDMA) in
Japan such as FOMA and Universal Mobile Telecommu-
nication Service (UMTS) in foreign countries are 1920-
1980MHz and 2110-2170MHz, respectively. A transi-
tion bandwidth between Tx and Rx is wide as 130 MHz
compared with that (20MHz) of a duplexer for Personal
Communication Services (PCS) handy phone in US. But
demands for a low insertion loss (as small as possible)
and a large attenuation at the rejection bands (as large
as possible) is very hard. Therefore, in order to realize
their specification, a SAW substrate satisfying both an
optimum electromechanical coupling factor and a good
temperature coefficient of frequency (TCF: a frequency
shift per 1◦C) is required. As the temperature changed
by surrounding environment and the heat due to the in-
put power of about 1W causes a large frequency shift of
the SAW duplexer, that duplexer doesn’t often satisfy

their specification in the full temperature range from -
30◦C to 85◦C. In order to suppress the large frequency
shift and to satisfy their specification, a good TCF is
also required.
An FBAR duplexer of size of 3.8×3.8×1.4mm3, which

has the TCF of -20 to -30ppm/◦C and the insertion loss
at the pass bands/attenuation at the rejection bands
of Tx: 1.6dB/45dB and Rx: 2.0dB/51dB, has been re-
ported[6]. On the other hand, a SAW duplexer using
leaky SAW (LSAW) on Al-electrode/50-70◦YX-LiNbO3

substrate has been developed, but its frequency charac-
teristics and its TCF are not so good (Tx: 1.5dB/38dB、
Rx: 2.2dB/ 46dB, and TCF: -80ppm/◦C, respectively)
compared with these of the FBAR.
Authors have developed and put to practical use

a small SAW deplexer for US-PCS with a good
TCF and frequency characteristics using a flattened-
SiO2/Cu-electrode/36-48

◦YX-LiTaO3 structure for the
first time[2][3]. This structure has too small coupling
factor to realize the SAW duplexer for W-CDMA re-
quiring a wide band. In order to realize SAW duplexer
for W-CDMA with good characteristics and good TCF,
authors applied the SAW structure of the flattened-
SiO2-film/Cu-electrodes/YX-LiNbO3 substrate instead
of LiTaO3. As the result, the SAW duplexer for W-
CDMA 60MHz Full-Band※, which has almost the same
insertion loss and attenuation, but better TCF and
smaller size (3×2.5×1.2(height)mm3) compared with
the FBAR, has been realized. (※ As shown in Fig.6,
60MHz bandwidth of W-CDMA in Japan covers three
bands by 20MHz for three mobile communication carri-
ers.)

II. Substrate for W-CDMA Duplexer

Conventionally, the LSAW on an Al-electrode/50-
70◦YX-LiNbO3 substrate has been used as the SAW
duplexer for W-CDMA Full-Band. It has leaky com-
ponent and a bad TCF (-80 to -90ppm/◦C), though it
has a large electromechanical coupling factor. So, it is
difficult to realize both a good low insertion loss and a
large attenuation using this substrate in full tempera-
ture range from -30◦C to +85◦C. Thus, the characteris-
tics of the duplexer using this LSAW is not good com-
pared with that of the FBAR. Authors have investigated
a substrate with suitable electromechanical coupling fac-
tor to satisfy the bandwidth of the W-CDMA duplexer



with the good TCF. At first, authors have tried to ap-
ply the SAW structure of the flattened-SiO2-film/Cu-
electrodes/LiTaO3, which is one for the US-PCS SAW
duplexer developed by authors [2][5], to the duplexer
for W-CDMA. In this structure, the SiO2 overlay film,
the flattening SiO2 film surface, and the high density
metal electrode are used to improve the TCF, to obtain
high Q, and to obtain a large reflection coefficient with-
out the deterioration in the frequency characteristics,
respectively [2][5]. However, this substrate structure is
not suitable for the W-CDMA duplexer requiring the
wider bandwidth, because its structure has too small
coupling factor. Then, authors tried to use LiNbO3

instead of LiTaO3 as a substrate of flattened-SiO2-
film/Cu-electrodes/substrate, which has larger coupling
factor than LiTaO3. Figure 1 shows a coupling factor
of a Rayleigh SAW and a LSAW on SiO2/LiNbO3 and
SiO2/Cu/LiNbO3 with the SiO2 film of thickness 0λ to
0.4λ as a function of θ, where λ is a wavelength of SAW
and θ is an angle of Euler angle (0◦, θ, 0◦). The θ +90◦

corresponds a rotation cut angle of conventional nota-
tion. The calculation has been based on the reference
[7]. When the LSAW has the lower velocity than that of
a slow shear bulk wave by depositing the SiO2 film and
the high density metal electrodes, it becomes an shear
horizontal (SH) type SAW without the leaky compo-
nent. It is called Love wave in this paper. When both of
the thickness of the SiO2 film and the Cu-electrode are
zero at about θ =90◦(Y-cut), a spurious response is gen-
erated because the coupling factor of Rayleigh SAW is
not zero. The coupling factor of Rayleigh SAW depends
on the angle θ , the SiO2 film thickness, and the Cu-
electrode thickness. An angle θ , at which the coupling
factor of Rayleigh SAW becomes zero, shifts to lower
angle as the SiO2 film thickness increases as shown in
Fig.1. It is about 100◦, when the thickness of SiO2 film
is 0.3λ to 0.4λ and that of the Cu-electrode 0. When the
SiO2 film thickness is 0.3λ and the Cu-electrode thick-
ness is 0.05λ, the coupling factor of Rayleigh SAW is
about zero, in other words a spurious response is not
generated, and that of Love wave becomes maximum at
about θ =90◦(Y-cut). So, Y-cut X propagation of Love
wave on the SiO2/Cu/LiNbO3 structure is the best cut
angle. Table I shows the TCF and the coupling coef-
ficient of the SAW substrates tried for the W-CDMA
duplexer. The Love wave on the SiO2/Cu/YX-LiNbO3

structure has similar coupling factor of the LSAW on the
Al electrode/64◦YX-LiNbO3 substrate, which has been
conventionally used for the W-CDMA SAW duplexer,
and the Rayleigh SAW on this structure to generate the
spurious responses has zero coupling factor. So this new
structure is very suitable for the substrate for the W-
CDMA duplexer.

Figure 2 shows the calculated reflection coefficient of
the Love wave on this structure at an electrode fin-
ger when a metalization-ratio of interdigital transducer
(IDT) is 0.5. The enough reflection coefficient as 0.15
is obtained when the thickness of the SiO2 film and the

Cu-electrode are 0.3λ and 0.05λ, respectively, though
it is smaller than that of the structure having convex
portions on the SiO2 surface. Where the reflection co-
efficient was calculated by reference [8].

Fig1. Electromechanical coupling factor of Rayleigh SAW and

LSAW on SiO2/Cu/LiNbO3 or SiO2/LiNbO3 as function of θ at

(0◦, θ, 0◦).

Fig2. Absolute value of Reflection coefficient of flattened-
SiO2/Cu-electrode/YX-LiNbO3 as a function of Cu-electrode
thickness at SiO2 thickness of 0.1λ, 0.2λ, and 0.3λ.

Table I
Properties of SAW substrates for duplexer.

substrate TCF Coupling
ppm(◦C) factor k2

Al/64◦Y-X·LN -80 0.18
SiO2/Cu/36◦Y-X·LT 0∼-10 0.06
SiO2/Cu/Y-X·LN 0∼-20 0.15

The Love wave combining all of the SiO2 film, the high
dencity metal electrode (Cu-electrode), and LiNbO3

substrate has been reported in 2003 by the authors [9]
and in 2005 by Yamanouchi [10]. However, the reflec-
tion coefficient considering the structure with the IDT
and the flattened SiO2 film was reported in the former,
not in the latter.



III. Characteristics of One-port Resonator

Figure 3 shows the measured impedance character-
istics of the one-port resonators composed of an Al-
electrode/64◦YX-LiNbO3 substrate and a flattened-
SiO2/Cu-electrodes/YX-LiNbO3 substrate structure. A
wavelength of SAW is 1.9µm, a number of IDT pair is
120, an aperture is 32µm, the thickness of Al and Cu-
electrodes is 0.045λ and 0.05λ, the thickness of the SiO2

film is 0.3λ, and a metalization-ratio of IDT is 0.5. The
frequency of the impedance characteristics has been nor-
malized by the resonant frequency fr (about 1.9GHz).
The latter has wider bandwidth and larger impedance
ratio than the former one. Where impedance ratio
is 20 log(impedance of anti-resonant frequency/that of
resonant one). Figure 4 shows the shifts of the anti-
resonant frequency fa of both resonators in the temper-
ature ranges from -20 to 80◦C and Table II shows the
resonant Q values (Qr), the anti-resonant Q values (Qa),
the relative bandwidths, and TCFs of the anti-resonant
frequency of both resonators. Although a spurious re-
sponse appears near of the resonant frequency, it is clar-
ified that the bandwidth, the resonant Q value, and the
TCF of the flattened-SiO2/Cu-electrodes/YX-LiNbO3

structure is considerably improved as shown in Figs. 3,
4 and Table II.
As mentioned above, an angle θ , at which the cou-

pling factor of Rayleigh SAW shows zero, depends on
the thickness of the SiO2 film and the Cu-electrode.
The metalization-ratio of the IDT also influences this
coupling factor. Therefore it is necessary to optimize θ
precisely to suppress the spurious due to Rayleigh SAW
according to the thickness of the SiO2 film and the Cu-
electrode, and the metalization-ratio of the IDT.
Figure 5 shows the measured impedance characteris-

tics of the one-port resonators at the various angles θ
of 88, 89, and 90◦. The characteristics are normalized
by the resonant frequency of about 1.9GHz. As shown
in Fig.5, it is possible to suppress the spurious response
due to the Rayleigh SAW by fine-tuning θ without de-
teriorating the main response.

Fig3. Frequency characteristics of Al-electrode/64◦YX-LiNbO3

(dashed line) and flattened-SiO2/Cu-electrode /YX-LiNbO3(solid
line).

Fig4. Frequency shifts of Al-electrode/64◦YX-LiNbO3 and
flattened-SiO2/Cu-electrode/YX-LiNbO3 as function of tempera-
ture change.

Table II
SAW properties of Al-electrode/64◦YX-LiNbO3 and
flattened-SiO2/Cu-electrode/YX-LiNbO3 structure.

substrate Qr Qa Band width TCF(fa)
(fa-fr)/fr (ppm/◦C)

Al/64◦Y-X·LN 155 330 0.063 -80
SiO2/Cu/Y-X·LN 310 430 0.066 -10∼-20

Fig5. Frequency characteristics of flattened-SiO2 Cu-electrode
/YX-LiNbO3 at the various θ.

IV. Characteristics of SAW W-CDMA
Duplexer

The small SAW duplexer for W-CDMA with good
TCF has been realized by using this structure (flattened-
SiO2/Cu-electrode/YX-LiNbO3). The Tx filter of the
duplexer is a ladder type SAW filter composed of four
series arm resonators and four parallel arm resonators.
The Rx filter is also a ladder type one composed of three
series arm resonators and three parallel arm resonators.
Figs. 6 and 7 show the measured characteristics of the
Tx and Rx filters of the newly developed duplexer, re-
spectively. The bands used by three mobile communica-
tion carriers in Japan are shown in Fig. 6 for example.



Full band W-CDMA means the total 60MHz bandwidth
of these three bands. The duplexer has good character-
istics. The insertion loss of the Tx filter at the Tx band
and the attenuation at the Rx band are comparatively
good as 1.6dB and 45dB, in the full temperature range
from -30 to +85◦C. The insertion loss and the atten-
uation of Rx filter are also good as 2.0dB and 50dB,
respectively, in the same temperature range. The fre-
quency characteristics of this SAW duplexer are almost
same compared with those of the FBAR.

Fig6. Tx filter characteristics of newly developed SAW duplexer
for W-CDMA.

Fig7. Rx filter characteristics of newly developed SAW duplexer
for W-CDMA.

Figures 8 and 9 show the measured characteristics
of the Rx filters of the conventional duplexer com-
posed of the Al-electrode/50-70◦YX-LiNbO3 and newly
developed one composed of the flattened-SiO2/Cu-
electrode/YX-LiNbO3 at the temperatures of -30◦C,
25◦C and 85◦C, respectively. Though the duplexer com-
posed of the Al-electrode/50-70◦YX-LiNbO3 shifts sig-
nificantly by the temperature change, but that com-
posed of the flattened-SiO2/Cu-electrode/YX-LiNbO3

shift slightly. By depositing the SiO2 film of thick-
ness 0.25λ, the TCF of the duplexer has been improved
as -10 to -20ppm/◦C which is about one-fourth of the
conventional duplexer composed of the Al-electrode/50-
70◦YX-LiNbO3. The package size of this duplexer

is very small as 3.0×2.5×1.2mm3. The TCF of the
newly developed SAW duplexer is better compared with
that of the FBAR. The size is very small compared
with those of the FBAR duplexers (3.8×3.8×1.4mm3)
and the dielectric ceramic duplexers(4.0×9.0×2.0mm3).
The small SAW duplexer for 60MHz Full-Band W-
CDMA having the good characteristics, the good TCF,
the small size has been realized for the first time in the
world. Moreover, a reliability of power handling and a
climatic reliability have been guaranteed at a practical
use condition.

Fig8. Rx filter characteristics of conventional SAW duplexer at
-30◦C, 25◦C, 85◦C.

Fig9. Rx characteristics of newly developed SAW duplexer at
-30◦C, 25◦C, 85◦C.

V. Conclusion

By using the Love wave and by combining the
flattened-SiO2 film, the high density metal (Cu) elec-
trode, and the YX-LiNbO3 substrate, a new SAW sub-
strate structure having a good resonant Q value, a good
TCF and an optimum electromechanical coupling factor
suitable for the W-CDMA duplexer have been obtained.
By composing this structure, the new SAW duplexer
for W-CDMA with 60MHz Full-Band having the good
frequency characteristics and the good TCF (-10 to -
20ppm/◦C) and the small size (3.0×2.5×1.2mm3) has
been realized for the first time. The frequency charac-
teristics are almost same, the TCF is best (smallest),



and the size is smallest compared with conventional du-
plexers.
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Abstract— Interface acoustic waves (IAW) propagate along 
the boundary between two perfectly bonded solids. For a loss-less 
IAW, all displacement fields are evanescent along the normal to 
the boundary inside both solids, but a variety of leaky IAWs also 
exist depending on the selected combination of materials. When 
at least one of the bonded solids is a piezoelectric, the IAW can be 
excited by an inter-digital transducer (IDT) located at the 
interface provided one can fabricate the transducer and access 
the electrical contacts. Since the IDT always exhibits a finite 
thickness, this must be properly taken into account in the 
fabrication of actual devices. We discuss here the fabrication and 
characterization of IAW resonators made by indirect bonding of 
lithium niobate onto silicon. In our fabrication pr ocess, IDTs are 
first patterned over the surface of a Y-cut lithium niobate wafer. 
A thin layer of SU-8™ photo-resist is then spun over the IDTs 
and lithium niobate to a final thickness below one micron. The 
SU-8™ covered lithium niobate wafer is then bonded to a silicon 
wafer using a wafer bonding machine. The stack is subsequently 
cured and baked to enhance the acoustic properties of the 
interfacial resist. Measurements of resonators are presented with 
an emphasis on the dependence of propagation losses with the 
resist properties. Comparison with theoretical computations 
based on our periodic finite element/boundary element code 
allows for explaining the actual operation of the device 

Index terms – IAW, wafer bonding, Silicon, LiNbO3, finite 
elements, boundary elements. 

I.  INTRODUCTION 

Wafer bonding for piezoelectric substrates is an application 
which has the potential to establish a key technology to realize 
passive devices for high frequency signal processing. Surface 
acoustic wave (SAW) devices classically are used for the 
fabrication of frequency references, sensors and filters. Several 
points related to aging, Q factor limitation, low cost packaging 
or sensitivity to electrical disturbances of the surface have to 
be enhanced. Interface acoustic waves (IAW) are at least in 
principle able to push back these restrictions. IAW, also named 
boundary waves, were first described by Stoneley [1]. 
Theoretical studies and the conditions of existence of interface 
acoustic waves for some piezoelectric substrates have been 
reported [2], [3]. Analysis methods used for SAW, i.e., the 
effective permittivity and the harmonic admittance computed 
within the Blötekjaer approach [4] were extended to IAW in 
classical piezoelectric cuts to estimate polarization, attenuation 
and coupling [5]. These first theoretical calculations more or 
less meet Hashimoto’s results computed in a very similar 

approach [6]. Also more accurate predictions were achieved 
using our periodic mixed finite element analysis/boundary 
element method (FEA/BEM) computation code to take into 
account the actual shape of one transducer’s period [7,8]. This 
approach provides a better analysis of the actual device 
operation modes. 

Experimental results for IAW were claimed to be obtained 
with a LiTaO3

 
substrate covered with a thick silicon oxide 

layer [9]. However, we consider that since the higher interface 
between SiO2/air or SiO2/vacuum is seen by the waves, they 
are much closer to Sezawa modes than to actual IAW. Note 
that other groups progress in the development of technological 
approach capable to provide true IAW devices [10]. 

Wafer bonding is a promising alternative to the deposition 
of thick layers. The main problem while bonding pre-
processed wafers is the effect of surface roughness. We here 
report on the design and the fabrication of a device using a Y-
cut lithium niobate (LiNbO3) wafer bonded thanks to a thin 
epoxy-based photo-resist layer (SU-8™) to a silicon wafer 
[11]. The developed process uses IC-compatible micro-
machining technologies which permit, in our case, batch 
fabrication of complete 3-inch wafers and wafer level 
packaging. The presence of this adhesive layer between the 
LiNbO3

 
substrate and the Silicon wafer yields guiding 

conditions significantly different than the ideal wafer-to-wafer 
bounding hypothesis as considered in the Blötekjaër model. 
The agreement between theory and experimental results is 
finally emphasized.  

The first section of the paper shows theoretical work 
dedicated to understand the wave guide operation accounting 
for the presence of the SU-8 ™ adhesive layer. Particularly, one 
can see the influence of the bounding thickness on the spectral 
density and the electromechanical coupling of the IAW guided 
at the interface. The following part presents technological 
developments achieved to build real devices (single port 
synchronous resonators). The third section is dedicated to 
experimental measurements, emphasizing the pertinence of our 
theoretical analysis. As a conclusion, we propose new 
perspectives for IAW-based devices. 
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II. THEORETICAL ANALYSIS 

Figure 1. shows a schematic view of the structure 
considered in the analytical simulations. The effect of an 
intermediate layer was studied for the following structure, 
corresponding to the one of the devices manufactured.  

 

 

 

 

 

 

 

Figure 1. One period of a LiNbO3/ SU-8™/ Si IAW structure with an 
aluminum electrode structured on the LiNbO3

 
wafer. 

In practice, the aluminum IDTs are deposited on the 
lithium niobate surface. Their actual thickness is not taken into 
account when simulating using the effective permittivity 
method. The silicon in the stack is considered as a (YX) cut 
semi-infinite substrate, the SU-8™ resist is 1 µm thick, the 
SiO2

 
layer is a 360 nm thick PVD layer and the lithium niobate 

wafer corresponds to (YXl)/128° cut. The parameters (elastic, 
dielectric and piezoelectric constants) of the various materials 
are well-known in the literature, except for the SU-8™ resist. 
This resist is not dedicated to this type of application, however 
we will show that is possible to obtain interface acoustic wave 
devices, although the resist presents more acoustic losses than 
a single-crystal material. The SU-8™ resist parameters 
(considered as an isotropic dielectric) are as follows:  
• density   : 1190 kg/m3,  
• Young’s modulus  : 4.02 GPa,  
• Poisson's ratio  : 0.22,  
• Dielectric permittivity : 3. 

The Young’s modulus is particularly low (nearly 50 times 
lower than the lithium niobate c11), SU-8™ is in fact a material 
far from rigid and has very low longitudinal and transverse 
acoustic velocities. The components of the SU-8™ elastic 
tensor are: c11

 
= 4.59 GPa, c12

 
= 1.29 GPa and thus c66

 
= 1.65 

GPa.  

Simulations first were carried out with different values of 
SU-8™ losses in order to check the influence of this 
fundamental but initially unknown parameter. Losses are 
measured by a visco-elasticity coefficient η, so that an 
imaginary part is added to the elastic constant according to the 
visco-elasticity coefficient by the angular frequency product: 
ωη. The simulations depicted in Figure 2 and Figure 3 show 
that moderate SU8 losses (the fitted visco-elasticity coefficient 
is approximately ten times that of silicon) can lead to relatively 
important losses for the interface mode. These results will be 
compared with experimental results.  

 
Figure 2. Resonance calculated by the interface effective permittivity method 
by neglecting the SU8 acoustic losses. Losses are 0.01 dB/�λ (Q around 2000) 

and are only due to imperfect guiding at the interface. 

 

 
Figure 3. Resonance calculated by the interface effective permittivity method 
by considering acoustic losses in the SU8 (η=10 Ns/m2). The losses are 0.23 

dB/λ (Q around 100). 

Once those parameters fixed, one can simulate the structure 
to be fabricated. A first computation is performed considering 
the assembly of (YX) silicon and (YX) LiNbO3 but neglecting 
the presence of the adhesive SU-8™ layer and considering 
silicon as perfectly dielectric. A shear-polarized interface 
mode is found with a phase velocity close to 4600m.s-1 
exhibiting an electromechanical coupling of 4%. Introducing 
then the SU-8™ layer significantly change the spectral 
behavior of the device, showing two modes contributing to the 
harmonic admittance at lower frequencies (phase velocity 
respectively near 3800m.s-1 and 4200m.s-1). The slowing down 
of the wave is easily explained by the presence of the SU-8™ 
adhesive layer for which bulk wave velocities are respectively 
in the vicinity of 2000m.s-1 (longitudinal) and 1200m.s-1 
(shear). Figure 4 compares the two situations by superposing 
the corresponding harmonic admittances.  

a 
LiNbO3 

p 
 

 
Silicon 

SU-8™ Electrode (Al) 
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Figure 4. Harmonic admittances computed using the Blötekjaër model, 

without and with the adhesive layer accounted for. 
 

One can note of course the increase of losses due to the 
adhesive layer, but also the strong value of the 
electromechanical coupling coefficient of the second mode  
(16%) that approaches the one of the leaky shear mode on the 
free surface of LiNbO3 (YX) cut. We then compare both cases 
of SAW excitation at the surface of semi-infinite LiNbO3 (YX) 
cut and at the Si/LiNbO3 interface accounting for the 1 µm 
thick adhesive layer. The corresponding harmonic admittance 
are reported if fig.5. 

 
Figure 5. Harmonic admittances computed using the Blötekjaër model, 

comparison between IDT response on a semi-infinite (YX) LiNbO3 wafer and 
at the Silicon/Niobate interface accounting for the adhesive layer. 

 
This plot tends to demonstrate that a wave exhibiting a 

polarization close to the one of the Rayleigh wave still exists 
but is accelerated at the Silicon/Niobate interface because of 
the presence of the adhesive layer, whereas the leaky shear 
wave of the free surface is slowed down due to the very small 
shear velocity in the SU-8™ layer. Consequently, we assume 
that reducing the SU-8™ layer should increase the wave 
velocities, reduce the shear mode electromechanical coupling 
and yields the spectral behavior of the device closer to the one 
without adhesive layer. This is shown in fig.6, where the SU-
8™ thickness has been reduced to 0.5 µm, the corresponding 
admittance being compared to the one with 1µm thick SU-8™ 
layer. 

 

 
Figure 6. Harmonic admittances computed using the Blötekjaër model, 
comparison between IDT response at the Silicon/Niobate interface for 2 

different thickness of the adhesive layer. 
 

It clearly appears in fig.6 that the Rayleigh-like wave 
velocity increase whereas its coupling decreases when 
reducing the SU-8™ thickness. In the same time, the Q factor 
of the shear mode tends to increase and its electromechanical 
factor falls down. Further reduction of the adhesive layer 
thickness is expected to provoke the vanishing of the Rayleigh 
-like wave, the admittance tending asymptotically to the one of 
the Blötekjaër analysis without Su-8™. 
 

To confirm these results, mainly concerning the nature of 
the wave and their polarization, we have computed the  
harmonic admittance considering the nominal adhesive layer 
thickness using our periodic FEA/BEM code [7] and compared 
it to the Blötekjaër analysis results. The implemented mesh is 
plot in fig.7, giving the definition of the computation 
conditions.  

 
Fig.7 Implemented mesh for the simulation of interface wave excitation 

and guiding using a periodic FEA/BEM computation code. The boundary 
numbers correspond to the applied boundary conditions, i.e. unit voltage  
excitation applied on boundary #1 , periodicity conditions applied to 
boundaries #4 and #5, radiation in silicon applied to boundary #3 and radiation 
in lithium niobate applied to boundary #2. 

 
Figure 8 shows a very nice agreement between both 

theoretical approaches (as expected), the only difference being 
due to the massive electrode taken into account in the 
FEA/BEM computation. We have reported in fig.9 and 10 
deformed mesh sequences illustrating the Rayleigh-like and 
shear mode polarizations. They correspond to a decomposition 
of one time period in a 4 phase sequence (ϕ=0 to 3π/4), 
providing clear evidence of the above analysis of the wave 
polarization. The iso-values correspond to displacement along 
x1 (propagation direction). For both modes, the polarization is 
general, but one can easily recognize the dominance of elliptic 
(fig.9) and shear polarization (fig.9). 
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Fig.8 Comparison between harmonic admittances of the Si/SU-8™/LiNbO3 

IAW guide provided by the  Blötekjaër and the FEA/BEM analyses. The slight 
differences between both results is due to mass loading accounted for in the 

FEA/BEM simulation (200 nm thick Al electrode) 
 

  

  
Fig.9 Quadrature sequences of the dynamic deformation of the Rayleigh-like 

mode (a)ϕ=0 ; (b) ϕ=π/4 ; (c) ϕ=π/2 ; (d) ϕ=3π/4 

   

  

  
Fig.10 Quadrature sequences of the dynamic deformation of the shear mode 

(a)ϕ=0 ; (b) ϕ=π/4 ; (c) ϕ=π/2 ; (d) ϕ=3π/4 

   

 

III. IAW D EVICE FABRICATION 

 
General wafer bonding technology can be divided in two 

main branches, direct bonding and intermediate layer bonding 
[12]. Currently, wafer bonding of piezoelectric substrates 
receives a certain interest [13]. However wafer surface 
waviness and roughness are critical issues in direct bonding. 
Hence a low temperature bonding method using photosensitive 
material as adhesive intermediate layer was developed that is 
based on chemical surface hydrophilization and SU-8™ resist. 
First, the aluminium (Al) inter-digital transducers (IDT) are 
realized on the lithium niobate wafer. A SU-8 layer is spun on 
the LiNbO3

 
wafer. A silicon wafer with wet-etched vias then is 

bonded to the LiNbO3
 
substrate. The possibility to combine in 

this case IAW devices with silicon microelectronics is a 
significant long run motivation. The fabrication and wafer 
bonding process are schematically summarized in Figure 11.  

 
Fig.11 Flow chart for the adhesive wafer bonding process. 

The starting substrate is a 0.5 mm thick 3-inch (YX) cut 
LiNbO3 wafer. A 220 nm thick Chromium-Aluminum layer is 
sputtered on the polished side of the wafer. The photo-resist 
then is spun to form a 1.4 µm thin layer, on which prebake and 
hardbake are applied. The mask used for the photolithographic 
step has typical IDT patterns with a minimum finger size of 1 
µm.  

Once the resist developed, the metal layer is wet etched 
providing the usual IDT’s grating pattern. The LiNbO3 
substrate then can be passivated using a SiO2 layer. This 
silicon dioxide layer is assumed to protect the aluminum 
resonators during the harsh cleaning treatment before bonding, 
but this step can be well omitted because the SU-8™ also acts 
as an insulating layer.  

Before any bonding operation, vias must be achieved in the 
silicon plate to access the electrodes and to probe the device. 
The starting substrate is a 0.25 mm thick 3 inch silicon wafer 
(100) covered with a uniform 1.4 µm thermal oxide layer. The 
SiO2

 
layer then is etched locally thanks to a standard 

(a) (b) 

(c) (d) 

(a) (b) 

(c) (d) 
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lithography process, creating an in-situ mask for potassium 
hydroxide (KOH) silicon anisotropic deep etch. Afterwards, A 
re-oxidation of the wafer is done to obtain a SiO2

 
thickness of 

0.4 µm.  

The wafers are cleaned to remove any kind of contaminants 
due to the process. Hydrophilic treatment on the Si/SiO2

 
is 

achieved. The exact cleaning process is detailed in [9]. After 
that, Epon SU8-2001 is conventionally spun on the LiNbO3

 
wafer to obtain 1 µm thick layer. A 30 min relaxation time on 
a flat support is respected to get an uniform coating on the 
wafer. The Si and LiNbO3

 
wafers are aligned in an EVG 620 

aligner. The pair is subsequently transferred to an EVG 501 
bonder. The chamber of the wafer bonding machine is purged

 
and evacuated to 10-3

 
mbar. The temperature rate in the heating 

process of the wafers is 1◦C/min from room temperature to 
65◦C. Bonding occurred at 65◦C under a pressure of 500 N for 
1 h. After bonding, the stacked wafers are annealed at 65 °C, 
for 1 hour in atmospheric N2

 
ambient to enhance the bonding 

strength. The temperature then is decreased to room 
temperature with a 1◦C/min slope. Figure 12 displays the result 
obtained after the low temperature wafer bonding process.  

 
Fig.12 Picture of the 3-inches bonded wafers (LN/Si) from the silicon side 

Cross-sectional cuts are made with a dicing saw on the 
bonded device to analyze the bonding process, by imaging the 
bonded interface using scanning electron microscope (SEM). 
An example of a SEM picture is shown in Fig. 13, showing a 
very high quality bonding between the two wafers.  

After the bonding process, SU-8™ and SiO2
 
layers still 

remain inside the vias devised for electrical contact. SU-8™ 
hashing and SiO2

 
etching are performed in a PLASSYS 

reactive ion etching reactor. The remaining resist is dry etched 
with a gas mixture composed of oxygen and C2F6. We chose to 
dry etch SiO2

 
 using CHF3 and C2F6 reactive ion etching (RIE). 

A thin resist layer is deposited on the LiNbO3
 
back side to 

reduce spurious bulk acoustic wave (BAW) reflections. The 
stack then is diced for measurement.  

 
 

 
Fig.13 SEM picture of the stack after sawing. It shows the Lithium Niobate

 
wafer, the adhesion interface and the Silicon substrate. 

 

IV. MEASUREMENTS 

 
The devices first have been characterized under RF probes 

connected to a network analyzer Rohde & Schwarz ZVCE. 
The wavelength of the tested devices has been set to 5µm, 3.3 
µm and 2.8 µm respectively, yielding a minimum strip width 
of 0.7 µm near the very limit of our mask aligner. Most 
devices have been successfully tested but also have been found 
to suffer from parasitic elements limiting the measurement 
quality. Figures 14, 15 and 16 display the admittance derived 
from the S11 parameter of the tested devices. They show the 
existence of two modes as expected theoretically, 
corresponding to phase velocities near 3600 m.s-1 and 4600 
m.s-1. Although this data are not that close from the above 
theoretically predicted values, one should keep in mind that the 
operation condition also are far from the reported analysis, 
explaining the enlargement of the frequency gap between the 
Rayleigh-like and the shear interface modes (the relative 
thickness of the adhesive layer is much larger than the one 
considered in our computations). Consequently, these results 
can be considered as rather satisfying assessment of the 
proposed analysis. 

 
Fig.14 Experimental admittance of the 5µm wavelength IAW devices. The  
Rayleigh-like mode is found to propagate near 3600 m.s-1 whereas the shear 

mode exhibits a phase velocity close to 4500 m.s-1. 

 
 

Silicon 

LiNbO3 

SU-8™ adhesive layer 
(~1µm thick) 
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Fig.15 Experimental admittance of the 5µm wavelength IAW devices. The  
Rayleigh-like mode is found to propagate in the range [3100-3800] m.s-1 

whereas the shear mode exhibits a phase velocity close to 4620 m.s-1. 
 
 

 
 

Fig.15 Experimental admittance of the 5µm wavelength IAW devices. The  
Rayleigh-like mode is found to propagate near 3640 m.s-1 whereas the shear 

mode exhibits a phase velocity close to 4760 m.s-1. 
 
 

V. CONCLUSION 

A theoretical analysis of the operation of IAW has been 
proposed to describe the characteristics of a wave guide 
composed of a Silicon wafer and a Lithium Niobate wafer 
bonded together thanks to an adhesive layer, accounting for the 
presence of the excitation/detection electrode grating. Two 
modes are guided at the interface, the first being close to the 
free-surface Rayleigh wave and the second exhibiting a quasi-
shear polarisation. A low temperature wafer hetero-bonding 
process of Lithium Niobate onto Silicon also has been 
achieved, exploiting a thin spin-coated SU-8™ film as an 
adhesive layer. It is the first experimental demonstration of 
interface acoustic wave devices made with the wafer bonding 
technique and operating at frequencies larger than 1 GHz. It is 
found that the presence of an adhesive layer between the 
LiNbO3

 
wafer and the Silicon wafer leads to losses on the IAW 

modes, but allows for the excitation of a highly coupled shear 
mode (Ks²>10%). Experiments are on going to increase device 
frequencies up to 2 GHz. Investigations are under way in order 
to decrease losses due to the adhesive wafer bonding by using 

harder layers obtained by spin on glass (SOG). The extension 
of the developed processes to other piezoelectric substrates 
such as lithium tantalate is also planned.  
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Low-loss and Extremely-wideband SAW filters on a
Cu-Grating/Rotated-YX-LiNbO3 structure
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Inage-ku, Chiba 263-8522, Japan

Abstract— This paper discusses a very low-loss and extremely-
wideband SAW devices employing highly piezoelectric Love wave
propagating on Cu-grating/15◦YX-LiNbO3 structure. Theoretical
analysis followed by some experiments shows that the structure
supports non-leaky Love wave with its coupling factor K2 of 30%
and makes Rayleigh wave spurious responses considerably small.
Width and length modulated dummy electrodes are proposed for
the suppression of transverse mode spurious responses in one-
port resonators based on Cu-grating/15◦YX-LiNbO3 structure.
Finally, one-port resonators on Cu-grating/15◦YX-LiNbO3 are
applied to the development of ladder type filters in 1 GHz range.
As a result, the minimum insertion loss and −3 dB bandwidth
obtained are 0.8 dB and 19%, respectively, showing superior
performance of the Cu-grating/15◦YX-LiNbO3 structure.

I. INTRODUCTION

Filter devices having low-loss and extremely wide pass-
band width are required for future wireless communication
systems. Such wideband filters may also become one of
the breakthroughs for developing novel inductor devices for
MMICs. Against this situation, research interest in wideband
filter devices has long been focussed upon highly piezoelectric
SH type surface acoustic waves (SAWs) propagating on YX-
LiNbO3, which are really promising and possess their K2 of
nearly 25%[1]. Because of their higher velocities than slow-
shear bulk waves, however, SH type SAWs on YX-LiNbO3 are
substantially of leaky nature. This means that either an Au
film or a very thick (more than 0.12λ) Al grating is needed
to convert leaky SH type SAWs into non-leaky Love wave[2],
[3]. When applying non-leaky Love wave on YX-LiNbO3 to
practical devices, however, one should also be careful how the
effect of Rayleigh type SAWs (Rayleigh wave) simultaneously
launched is avoidable to minimise spurious responses. For the
minimised Rayleigh wave excitation, the previous work[2] also
suggested that 15◦YX-LiNbO3 could be superior to pure YX-
LiNbO3.

From this point of view, this paper proposes the application
of Cu as a grating electrode material aiming at developing
extremely-wideband and low-loss RF SAW filters using Love
wave on 15◦YX-LiNbO3.

First, theoretical analysis of Love and Rayleigh wave
propagation on Cu-grating/15◦YX-LiNbO3 structure is made
showing how Cu grating electrodes are effective in reducing
the velocity of Love wave without badly affecting K2. It is
also shown that the excitation of spurious Rayleigh wave gets
considerably suppressed by the combination of Cu grating
electrode and 15◦YX-LiNbO3. The result of theoretical anal-
ysis is followed by some experiments.

Then, the effect of weighted dummy electrode is anal-
ysed by the potential theory, from which a novel method

emerges for suppressing transverse mode spurious responses.
The design consideration of dummy electrodes based on the
method is confirmed in one-port Love wave resonators on Cu-
grating/15◦YX-LiNbO3.

Finally, one-port Love wave resonators on Cu-
grating/15◦YX-LiNbO3 are applied to the development
of ladder type SAW filters having extremely wide passband
and very low-loss properties. Although a considerable
passband dip originating in Rayleigh wave is not easily
removed by the weighted dummy electrodes, an additional
experiment reveals that a viscous film coated on the device
surface is most effective in suppressing the dip to less than a
half without badly affecting the overall filter performance.

II. SAW PROPAGATION ON
CU-GRATING/ROTATED-YX-LiNbO3 STRUCTURE

Ref. [2] reported that two types of SAWs propagate under
a grating structure on YX-LiNbO3; one is Love wave and
highly piezoelectric. The other is Rayleigh wave and its
electromechanical coupling is quite small. Although Love
wave is substantially of leaky nature, its velocity decreases
with an increase in the thickness of grating electrodes and
finally becomes non-leaky, when its velocity gets smaller than
the slow-share bulk acoustic wave velocity VB. If one attempts
to apply this highly piezoelectric and non-leaky Love wave on
YX-LiNbO3 to practical devices, however, spurious responses
originating in Rayleigh wave appear. In order to deal with this
problem, Refs. [2] and [3] showed that the electromechanical
coupling of Rayleigh wave is minimised in 15◦YX-LiNbO3,
where either expensive Au films or very thick Al films is
needed as a grating electrode material to make Love wave
non-leaky.

In accordance with the previous work, Love and Rayleigh
wave propagation in Cu-grating/15◦YX-LiNbO3 structure[4]
was theoretically analised, where Cu gratings are expected to
be more effective in reducing Love wave velocity than Al
gratings. The analysis was made by using the input admittance
Y ( f ) for infinitely long IDTs[5]. Once the resonance frequency
fr and anti-resonance frequency fa are determined by Y ( f ),
they can be converted to the effective SAW velocities Vr and
Va, respectively, by multiplying the grating pitch 2p. The
effective electromechanical coupling factor K2 was estimated
by (π fr/2 fa)cot(π fr/2 fa).

Figure 1 shows the Love and Rayleigh wave velocities as a
function of the normalised Cu film thickness h/2p of grating
electrodes. It is seen from the figure that Love wave becomes
non-leaky when h/2p is greater than about 5%, where both Vr
and Va are smaller than VB. The calculation also showed that
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Fig. 1. Film thickness dependence of the effective velocities of Love and
Rayleigh waves propagating in Cu-grating/15◦YX-LiNbO3 structure.

when Al is used as a grating electrode material, its film thick
making Love wave non-leaky should be more than two times
the thickness shown in Fig. 1.
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Fig. 2. Film thickness dependence of the effective electromechanical coupling
factor K2 of Love and Rayleigh waves propagating in Cu-grating/YX-
LiNbO3 (broken line) and Cu-grating/15◦YX-LiNbO3 (solid line) structures.
(γ is the capacitance ratio estimated by γ = {(Va/Vr)2 −1}−1)

Fig. 2 compares K2 in Cu-grating/15◦YX-LiNbO3 and
Cu-grating/0◦-YX-LiNbO3 structures. In the figure, K2 is not
shown in a certain range of h/2p, where the strong coupling
between Love and Rayleigh waves occurs.

It is seen that K2 for Love wave in both structures is more
than 30% in the range of h/2p of about 5 ∼ 10%. On the
other hand, K2 for Rayleigh wave is remarkably reduced in
Cu-grating/15◦YX-LiNbO3 structure. This suggests that Cu-
grating/15◦YX-LiNbO3 structure could be applied to spurious
free devices.

According to the above discussion, one-port resonators
were fabricated on Cu-grating/0◦YX-LiNbO3 and Cu-
grating/15◦YX-LiNbO3 structures. Both resonators possess
the electrode configuration shown in Fig. 3 with h ' 300 nm
(h/2p ' 7.5%).

Figure 4 shows the measured input admittance of the two
resonators. Comparing Fig. 4(a) with Fig. 4(b), one can
see that the spurious response caused by Rayleigh wave is

NI =50 finger-pairs Nr =20 fingers

W=80µm

p=2µm

Lg =0

Fig. 3. Electrode configuration of fabricated one-port resonator.
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Fig. 4. Admittance characteristics of fabricated one-port resonators.

markedly reduced by using 15◦YX-LiNbO3; it is still not
negligible in practical device applications, though.

In addition to the Rayleigh wave spurious response, different
kinds of spurious responses are observed in both structures.
They are thought to be the contribution from transverse modes
propagating obliquely in the waveguide structure composed of
the grating and bus-bars.

III. SUPPRESSION OF TRANSVERSE MODE SPURIOUS
RESPONSES

The section discusses a technique of suppressing the trans-
verse mode spurious responses appearing in the resonators on
Cu-grating/15◦YX-LiNbO3 structure by applying weighted
dummy electrodes.

A. Design of weighted dummy electrode
The length weighting for dummy electrodes (see Fig. 5) is

known as one of the effective methods of suppressing spurious



responses caused by transverse modes[6]. If the dominant
S0 mode is trapped in the interdigital electrode region and
much of the energy of all other spurious modes penetrates into
the dummy electrode region, it is very likely that the spurious
modes are only affected and suppressed by the weighted
dummy electrodes. In Cu-grating/15◦YX-LiNbO3, however,
there is a situation where the transverse spurious modes are
also trapped in the interdigital electrode region because of their
high electromechanical coupling. This suggests that careful
design procedures should be needed to suppress the spurious
responses by the dummy electrodes.
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Fig. 5. Configuration of resonator with weighted dummy electrodes.
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[Model][Device]

x2

x1

Fig. 6. Simplified model used in calculation.

By applying the scalar potential theory[7], the calculation
was carried out to make it clear how the dominant and spurious
modes behave in a planer transmission line structure consisting
of gaps, dummy electrodes and bus-bars as well as interdigital
electrodes[8]. Figure 6 shows the simplified model, in which
Regions 1 to 5 represent the interdigital electrode region,
gaps, dummy electrode regions, bus-bars and free surface,
respectively. In the calculation, the anisotropic acoustic and
piezoelectric properties were taken into consideration using the
parabolic approximation, and it was assumed that the parabolic
curves for the approximation are similar figures each other in
the whole region, i.e., in Region 1 to 5. This is because the
mechanical and electrical effect of the electrodes and bus-bars
results in a small change in the anisotropy parameter in the
parabolic approximation[9], [10].

Figure 7 shows the relation between the resonance frequen-
cies of the transverse modes (S0,S1, · · ·) and the length of the
dummy electrodes L. The IDT pitch 2p, IDT aperture length
Wa/2p, gap width Wg/2p and electrode film thickness h/2p
are assumed to be 4 µm, 6.0, 0.125 and 0.065, respectively. In
the calculation, the relative width of the dummy electrodes
Wd/2p was set at 0.25 and 0.28 in Figs. 7(a) and 7(b),
respectively. As a matter of course, the relative Love wave
velocity in Region 3 to Region 1, i.e., (Vd/Vs) also changes
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Fig. 7. Dependence of transverse mode (Si ; i = 0,1,2, · · ·) resonance
frequencies on dummy electrode length L.

with Wd/2p as shown in the figure caption.

0

25

50

75

100

0 1 2 3 4 5E
ne

rg
y 

C
on

ce
nt

ra
tio

n 
R

at
io

 in
 R

eg
io

n1
 [%

]

L/2p

S0

S2

S1

S3

Fig. 8. Dependence of energy concentration ratio on dummy electrode length
L (Wd/2p = 0.25).

It is seen from Fig. 7(a) that the resonance frequency of the
dominant S0 mode is almost independent of L when L/2p < 5.
The result suggests that because of the high electromechanical
coupling, the energy of S0 mode may be confined in Region
1. Defining the energy concentration ratio for a specific mode
as the energy in Region 1 upon the total energy, one can see
more quantitatively from Fig. 8 (see S0 mode) how S0 mode
is strongly confined in Region 1, in particular, when L is
relatively short. That is, L should not unnecessarily be long so
that most of the energy of the dominant S0 mode is confined
within Region 1; this makes the S0 mode scarcely be affected
by the dummy electrodes.

On the other hand, it is seen from Fig. 7(a) that the
resonance frequencies of S1 and higher order transverse modes



strongly depend on L, which may mean that the energy of these
modes transfers from Region 1 to other regions. In fact, the
energy concentration ratio for S1 mode in Fig. 8 decreases with
an increase in L and takes the minimum value of 13% around
L/2p = 3. This suggests that the propagation of S1 mode could
strongly be affected and suppressed (scattered) by the length
modulated dummy electrodes, whereas S0 mode is scarcely
affected because of its energy concentration in Region 1. The
similar effect of L on other higher order modes is also expected
by the length modulated dummy electrodes.

Attempting to perturb the propagation of higher order
transverse modes only by L, one may be unable to design the
length modulated dummy electrode with ease, because there is
a situation where L becomes unacceptably long for practical
applications. In addition, the energy concentration ratio for
S0 mode also decreases with an increase in L (see Fig. 8);
this may cause the reduction of resonance Q-factor. This
suggests that the use of the width modulated dummy electrodes
together with the length modulated dummy electrodes could
really increase the degree of freedom to control the mode
profile in the design. By comparing Fig. 7(a) and (b), it can
be seen that if Wd/2p is increased from 0.25 to 0.28, then
L/2p necessary for perturbing the propagation of higher order
transverse modes is reduced by about a half. This means that
the width modulation for dummy electrodes is effective in
reducing the dummy electrode length.

B. Experiment

According to the discussion in III-A, One-port Love wave
resonators were fabricated on a Cu-grating/15◦YX-LiNbO3,
and the effect of L and Wd on the resonator performance was
experimentally discussed. The device configuration used in the
experiments and its basic parameters are shown in Fig. 5 and
Table I, respectively. A microscope image of the device is
shown in Fig. 9.

TABLE I
BASIC DESIGN PARAMETERS FOR 1-PORT RESONATORS.

IDT pitch (2p) 4 µm
Gap length (Wg) 0.5 µm
Length of reflectors (lR) 20p
Length of IDT (lI ) 100p
Electrode thickness (h/2p) 7%

Fig. 9. Microscope image of fabricated device using width- and length-
modulated dummy electrodes.

Figure 10 shows the admittance of the resonators with L
as a parameter, where Wd/2p = 0.25 and Wa/2p=6. As can
be seen from Fig. 10, S1 mode is effectively suppressed when
L/2p = 2.375 and 4.875. Note here that L for the conventional
structure is zero. However, the resonance Q-factor for the
dominant S0 mode decreases monotonically with an increase

in L. This may be caused by an increased ohmic loss, and/or
by the fact that part of energy of S0 mode has transferred to
Region 3 (see Fig. 8).
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Fig. 10. Admittance of resonators with different dummy electrode length L.

Figure 11 shows the admittance of the resonators with Wd as
a parameter, where L/2p = 2.5 and Wa/2p = 5. It is expected
by the calculation that when Wd/2p = 0.125, S1 mode is also
trapped in Region 1 resulting in a strong spurious response.
However, the spurious response is suppressed effectively with
an increase in Wd/2p. As to Q-factor of the dominant reso-
nance, it is still grater than 750 even when Wd/2p = 0.375.
Although Q-factor for Wd/2p = 0.125 is extraordinary high,
this may be attributed to the fact that there is a longitudinal
spurious mode whose resonance frequency almost coincides
with that of the S0 mode; because of this longitudinal spurious
response, it seems difficult to independently determine Q-
factor for S0 mode resonance with reasonable accuracy.

IV. APPLICATION TO ULTRA-WIDEBAND AND LOW-LOSS
LADDER TYPE FILTER

An extremely-wideband Love wave ladder type filter was
fabricated as one of the applications of the wideband one-
port resonators on a Cu-grating/15◦YX-LiNbO3 structure to
practical filters. The fabricated four-stage filter is shown in
Fig. 12 and its fundamental design parameters are listed in
Table II.

The frequency response of the filter is shown in Fig. 13(a),
where the minimum insertion loss of 0.61 dB and the fractional
−3dB bandwidth of about 19% are obtained. Comparing
Fig. 13(a) with 13(b) in which no dummy electrodes are
employed, it is clearly seen that the ripples in the passband
caused by higher order transverse modes are effectively sup-
pressed without notable deterioration of the filter performance,
that is, the insertion loss, bandwidth, etc. The results shows
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Fig. 11. Admittance response of resonators with different dummy electrode
width Wd/2p.

Fig. 12. Fabricated four-stage Love wave ladder type filter on Cu-
grating/15◦YX-LiNbO3 structure.

that the method of suppressing transverse spurious responses
for ultra-wideband resonators using the width and length
modulated dummy electrodes is also applicable to suppress
passband ripples appearing in ladder type filters on the Cu-
grating/15◦YX-LiNbO3 structure.

On closer observation of Fig. 13(a), one may finds a
moderate dip caused by Rayleigh wave still remaining near
the lower passband edge. Although the combination of 15◦YX-
LiNbO3 and a heavy metallic material like Cu for the grating
electrodes tends to reduce the effect to Rayleigh wave, it seems
rather difficult to make the dip negligible for practical device
applications.

Since Rayleigh wave is basically supported by longitudinal
and share-vertical components, it should be very susceptible to
surface mechanical disturbance. On the other hand, the present
filter owes its ultra-wideband and low-loss response to the
highly piezoelectric SH type Love wave, which is relatively
insensitive to mechanical disturbance on the surface. From this
point of view, some experiments were carried out to investigate
the effect of a viscous film coated on the filter surface upon

TABLE II
DESIGN PARAMETERS FOR LADDER TYPE FILTER

Substrate 15◦YX-LiNbO3
Electrode material Copper
Electrode thickness, h [µm] 0.26
Number of stages 4-stage

for parallel arms for series arms
IDT period, 2p [µm] 2.8 3.6
(h/2p) [%] 9.3 7.2
Aperture, W [µm] 56. 72.
Number of IDT pairs, NI 112 86
Number of electrodes

in each reflectors 20 20
Maximum length of

dummy electrode, L/2p 2.0 2.0
Width of dummy electrode,

Wd [µm] 0.9 1.1
Gap length, Wg [µm] 0.4 0.4

the selective suppression of the dip caused by Rayleigh wave.
Since the dip caused by Rayleigh wave in the series arm

resonators is out of the passband, the surface of the parallel
arm resonators has only to be coated with viscous films. As
one of the experimental trials, an EB resist ZEP520-22 (ZEON
Co.) film was coated as a selective damping material for
Rayleigh wave. The resist film was spin-coated and selectively
removed by Electron-Beam lithography as shown in Fig. 14,
where the film thickness was about 0.16 µm. Figure 15 shows
the frequency response of the filter thus prepared. As is seen
in the figure, the depth of the dip caused by Rayleigh wave
appearing at about 900 MHz was reduced to about 2.5 dB from
5.5 dB, while the increase in the minimum insertion loss was
only 0.16 dB.

The result confirmed that the proposed technique using a
viscous film coated on the filter surface is effective in suppress-
ing the spurious response caused by Rayleigh wave. However
the dip was made small, it still remained in the passband. More
effective suppression could be realised by choosing a proper
film material and controlling the film thickness.

V. CONCLUSION

Aiming at suppressing transverse mode spurious responses,
this paper discussed the design and application of length and
width modulated dummy electrodes to Love wave resonators
on a Cu-grating/15◦YX-LiNbO3.

The Love and Rayleigh wave propagation on a Cu-
grating/15◦YX-LiNbO3 structure was theoretically discussed
showing that by Love wave could be applied to the devel-
opment of low-loss and extremely-wideband filters with the
minimised Rayleigh wave spurious response.

Based on the scalar potential theory, the analysis was made
on the effect of the length L and width Wd of the dummy
electrodes upon transverse mode profile (field distribution),
that is, the energy distribution in interdigital electrode region,
gaps, dummy electrode region, bus-bars and free surface.

The result showed that with an increase in L, the energy
of the higher order transverse Si (i = 1,2, · · ·) modes oozes
from the interdigital electrode region and concentrates in the
dummy electrode regions. On the other hand, S0 mode was
found quite insensitive to L and most of its energy is trapped
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Fig. 13. Frequency responses of four-stage Love wave ladder type filter on
Cu-grating/15◦YX-LiNbO3 structure.

resist

Fig. 14. Resist coating on the parallel arm resonators.

within the interdigital electrode region. This suggests that by
the properly designed length modulated dummy electrodes,
the propagation of Si modes could strongly be affected and
suppressed (scattered), whereas S0 mode is scarcely affected
because of its energy concentration in the interdigital electrode
region.

The result also showed that a small change in Wd markedly
enhances the effect of L. This suggests that the use of the
width modulated dummy electrodes together with the length
modulated dummy electrodes could increase the degree of
freedom to control the mode profile and be effective in
suppressing (scattering) Si modes.

Based on the theoretical discussion on the length and width
modulated dummy electrodes, one-port Love wave resonators
were fabricated on a Cu-grating/15◦YX-LiNbO3 with L and
Wd as experimental parameters. The experimental result was in
good agreement with the theoretical prediction, showing that
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Fig. 15. Frequency response of four-stage Love wave ladder-type filter with
a viscous film coated as an absorber for Rayleigh wave.

the proposed technique is most effective in suppressing the
spurious responses caused by the transverse modes.

The one-port Love wave resonators were applied to ladder
type filters, where the length and width modulated dummy
electrodes are also found effective in minimising passband
ripples caused by Si mode. In addition, the viscous films
were experimentally shown to be useful for suppressing the
Rayleigh wave spurious response.
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Abstract—Cellular-phone markets are moving quite aggressively 
towards module integration and as a result, the miniaturization 
of devices has been accelerated. Especially SAW filters, which are  
one of the key devices in RF circuit, are demanded to realize a 
small size, low profile, with high reliability performance for RF 
Module applications. 

Conventional SAW filters use a ceramics (High Temperature 
Co-fired Ceramics; HTCC) package with cavity structure and 
metal sealing cap to obtain high reliability performance.  At first, 
assembling technology improving to reduce the size of SAW 
filters, from the chip & wire to flip chip condition. However this 
structure changed not enough cover the demand for the 
miniaturization of SAW filters on RF module application. In 
order to reduce the size, HTCC package without cavity structure 
and resin sealing are commonly used. However, this structure 
does not contribute to the high reliability performance.  

This paper describes the realization of a miniaturized SAW 
filter with keeping the hermetic condition.  By using a unique 
packaging technique to achieve a low profile with high reliability 
performance based on the HTCC package without cavity 
structure and metal sealing. The technique has been realized by 
using cluster sealing with solder. 

The optimization of the PKG design and sealing pressure was 
performed in solder sealing. In addition, by using plating in the 
outer coating, a high reliability performance can easily be 
achieved. Results of reliability testing including mechanical, 
electrical and moisture sensitivity will be discussed.          

I. INTRODUCTION  
Recently, the competition for miniaturizing, the cellular 

phone and making progress of multi-band and systems has 
intensified, as the cellular phone market expands. Therefore, 
the modulation of parts used has rapidly advanced. The 
demand for miniaturizing and making progress of low profile is 
growing very much on RF module solutions. 

Basically, SAW devices have the advantage of easily 
obtainable steep characteristics and small-size design compared 
to the dielectric and multi-layer ceramics filters. 

Therefore, the saw device market for cellular is widely 
expanding. On the other hand, the SAW filters have the feature 
that the filter characteristics the reliability cannot be 
maintained if an active surface is not protected in the air-gap. 
Because it is important for miniaturizing the SAW devices to 
secure the air-gap, a new technology is essential. [1-2] 

At first, assembling technology improved by using flip chip 
type from the chip and wire structure as show the Figure 1. 

 This structure is keeping the surface space minimized to 
realizing the electrical performance and reliabilities. 

 
 
      Figure 1. Schematic view of C&W and Flip Chip SAW 

II. DEVELOPMENT CONCEPT OF MINATUALIZATION 
The size of current flip chip type of RF SAW filters for the 

cellular phone and the size of newly developed filters are 
shown in Table.1. 

The dimension of new single-band filter is 1.4mm x1.0mm 
x0.5mm height, which is 37% of volume reduction from the 
current single-band filter.  

Table.1 Comparative table of RF-Filter Size 

 Single-band Dual-band 

Current one  2.0*1.6*0.6mm 2.5*2.0*0.6mm 

Developed one 1.4*1.0*0.5mm 1.8*1.4*0.5mm 

Volume ratio 63% 60% 
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Development is aimed to keep both the electrical 
characteristics and reliability performance. Especially, high 
hermetic performance is absolutely necessary for humid 
environment.  

In the past, not good reliability performance had confirmed 
in the resin type molding condition. One thing is frequency 
drift phenomena observed under the several time reflow test. 
The resin material has a characteristic of humidity absorption. 
This characteristic makes distortion of the SAW chip and 
influence to the filter performance as a frequency drift. For 
examples, the distortion makes 0.002micron variation influence 
to 2MHz frequency drift at 1.9GHz range filter. Of course 
these distortions are related to molding material Tg.[3] 

To selected the molding materials, not only hermetical 
condition but also the frequency stability are important.   

III. CURRENT PACKAGING TECHNOLOGY 
Conventional flip chip type SAW filters use 4Layer 

ceramic (HTCC) PKG with cavity structure. The SAW chip is 
connected to the PKG by Flip Chip Bonding (FCB) using Au 
bumps. Then the cavity is encapsulated with an Au-Sn alloy 
coated LID. This sealing method is used to obtain high 
reliability performance. On the contrary, the miniaturization is 
difficult.  

IV. NEW PACKAGING TECHNOLOGY 
Figure 2 shows a new package structure.  

Developed SAW filters use 2Layer HTCC PKG without 
cavity structure. The SAW chip is connected to plain PKG 
HTCC base by FCB. The SAW chip is molded with Sn-Ag 
solder, and the outside is coated by the Ni plating. Ni protects 
Sn-Ag solder from heat -treatment. 

 
 
 
 
 
 

 
 
 

Fig.2 Developed filter structure 
 

Fig.3 shows the cross-section photo and the EPMA map of 
the completed device. The plated Ni layer forms the outside 
wall and the Sn-Ag solder forms the inner part of wall 
homogeneously. Au diffuses from the plating layer of PKG, 
and its composition is uniform without segregation. 
Generally, the melting point of Sn-Ag Solder series is about 
220degree C. When the SAW device is mounted on the board 
of cellular phone, the temperature goes up to the Sn-Ag 
melting point again. Therefore, Sn-Ag melts again when 
mounting, and a high reliability securing is difficult. However, 
if the Ni plating is carried out properly, enduring the reflow 
becomes possible. 
 

Fig.3 Cross –Section photo and the EPMA map 

In the resin sealing that uses a conventional epoxy, cannot 
avoid the penetration of moisture over a long term. Therefore, 
an excellent result cannot be obtained for THB and PCT. This 
structure has the reliability of THB1000H, PCT96H and 
Moisture Sensitivity Level 1(JEDEC-MSL1), because it can 
achieve the hermetic performance.  

V. PROCESS FLOW 
Fig.4 shows the manufacturing process flow to achieve the 

new packaging structure. The main flow becomes Flip Chip 
Bonding, Sealing, Half-dicing (Ditch formation), Coating (Ni 
Plating), and Full-dicing. 

 

 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

 
 
 
 

Fig.4 Image of Process flow 



Contact Angle θ>90deg. 

 

VI. DETAIL OF SEALING 
The most unique technology in sealing is the use of Sn-Ag 

to achieve a new packaging. Sn-Ag is a very common material 
used also for SMD mounting, and has examples of practical 
use such as bumps and dams in various packaging.[4] 

However, the new package is an unparalleled structure in 
the point of covering the whole chip with Sn-Ag. Details of 
sealing are as follows. 

Fig.5 shows the image of the contact angle of melting Sn-
Ag. Left figure shows the state that the SAW chip is mounted 
with the flip chip like the array in a HTCC package. In this 
situation, Sn-Ag is supplied from the upper side and heat is 
applied. If pressure is not applied to Sn-Ag, melting Sn-Ag 
becomes the Ball shape, like the Right figure. Because the 
Sn/LT contact angle is 90 degrees or more, this figure shows 
the state that the capillary action doesn't occur to the space of 
the SAW chip.[4] 

 

 

 
Fig.5  Image of contact angle 

 
  The pressure to push melting metal into a constant space is 

shown by the formula of Washburn eq.(1). This formula is used 
to show the pressure magnitude to push mercury into the hole 
of the radius=R. Moreover, the relation between pressure (P) 
and GAP (2r) can be led from this formula. 

 

Formula of Washburn     Pr=-2γcosθ                          (1)  

 

The chip space and pressure have the relation of negative 
correlation. High pressure is needed when the space is narrow. 

Fig.6 shows the image of the sealing process. 

 
 

 

 

 

 

 

 

 

 
Fig.6 Image of sealing process 

 
 Sheet LID from which Sn-Ag is combined to KOV is 

supplied from the upper side of the chip as the first step. The 

sheet LID is clad-processed with KOV material of 25µm 
thickness on Sn-Ag sheet of 150µm thickness. Afterwards, if 
an appropriate pressure is applied at a temperature higher than 
the melting point of Sn-Ag, melting Sn-Ag starts to infiltrate 
into the GAP of the chips. (a) 

When Sn-Ag reaches the Au plating pattern on the surface 
of the HTCC, Sn-Ag starts the capillary action. This is because 
the contact angle of melting Sn-Ag to Au is 90 degrees or less.  
Sn-Ag begins to flow in the depth direction of figure (b).  
Afterwards, sealing is completed(c). 

When the press power is improved further, it is also 
fundamentally possible to fill Sn-Ag to a space under the chip. 
However, Sn-Ag inflows in GAP of the chips only by the wet 
phenomenon, because pressure that pushes Sn-Ag becomes 0 
when the KOV reaches the back of the chip. 

Therefore, designing GAP sizes, the space under the chip, 
and the Au plating pattern can control the sealing shape in this 
method. 

Fig.7 shows one design example. Clearance(GAP) between 
the chip edge and the Au plating pattern edge is shown with X-
axis, and a failure rate that Sn-Ag does inflow under the chip 
with Y-axis. If GAP is 0µm or more, Sn-Ag cannot infiltrate 
under the chip. 

 
Fig.7 Relationship of GAP/ Inflow Rate 

 
Moreover, the sealing temperature confirms that it does not 

influence the state of sealing within the wide range from 220 to 
360degree C. The example of the temperature and GAP shows 
that the margin is considerably wide in this process compared 
with the case of resin molding. The reason the process margin 
is wide is that this process applies the wet character (contact 
angle) of melting Sn-Ag solder. 

However, there is a supplementation to make sealing 
succeed. When sealing starts, it should exhaust the gas that 
exists around the chip. Melting Sn-Ag confines the gas if the 
exhaust is not done well, and excellent sealing cannot be done. 
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To cancel this issue, ventilation hole that penetrate the HTCC 
was arranged. 

Fig.8 shows the effect of the ventilation hole. An upper X-
ray photograph shows the sealing example without the 
ventilation holes. The gas is confined and the void defect is 
observed. On the other hand, a lower X-ray photograph  
arranged the ventilation holes in a red point, and shows the 
appearance where the void defect doesn't occur. The mass 
production of this process is very easy. The SAW chip that 
consists of several 100 pieces can be sealed in the batch. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.8 Effect of Ventilation hole 

 

VII. RESULTS OF RELIABILITY TEST 

Table.2 Results of Reliability tests 

Test item Condition Result

6times reflow 260deg.C peak 
(FMD standard) 

Pass 

Bending PCB bend,4mm,5sec 
(JIS C /IEC60068-2-21Ue1) 

Pass 

Vibration 98m/s2 max,15min/sweep3D., 2H 
(JIS C/IEC60068-2-6) 

Pass 

Mechanical shock 14700m/s2,0.5sec 6D., 5times 
(JIS C/IEC60068-2-27) 

Pass 

Solder heat 
resistance 

260degreeC,10sec 
(JIS C/IEC60068-2-58) 

Pass 

Drop test 1.8m,150g, 6D.,each 3times 
(JIS C/IEC60068-2-32) 

Pass 

Temperature cycle -40to125deg.C 100cyc. 
(JIS C0025/IEC60068-2-14,33) 

Pass 

Humidity bias 85deg.C, 95%RH,DC5V,1000H 
EIAJ ED-4701(IEC pub.60749) 

Pass 

Moisture sensitivity 125deg.C,16h>>+85deg.C,85% 
RH,168h>>260deg.C,6times reflow 

(JEDEC J-STD-020C) 

Pass 

Pressure cooker  test 121deg.C,95%RH,96H 
 EIAJ ED-4701(JESD-A100) 

Pass 

 

Table 2 shows the results of the reliability test on the new 
structural SAW filters. In all items, the reliability of the new 
structural SAW filters and current structural SAW are the same 
level. 

VIII. CONCLUSIONS 
New structural SAW filters sealed with the Sn-Ag solder 

was developed. The reliability of a new structural SAW filter 
and current structural SAW filter are the same level in all items. 
New structural SAW filters have a humidity tolerance MSL 
level 1. The volume of new structural SAW filters decreases by 
60% compared with the current structural SAW filters, and is 
the smallest RF filters in the world. And these type filters are in 
practical use of RF module applications. Fig.9 shows the 
appearance of the developed SAW filters. 

 

 

 

 

 

 

FIG.9  APPEARANCE OF PRODUCTS 
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Abstract— In recent years, miniaturization and high accuracy of
mobile communication systems have become essential. Because of
good phase noise performance, the SAW clock has become a
viable option for data transmission. However, a SAW oscillator is
usually made up of a SAW device and a CMOS-IC separately,
and this large size limits its use in mobile communication systems.
This paper covers the development of the smallest monolithic
SAW oscillator using thin film ZnO deposited on a CMOS-IC.
The SAW device and the IC have been combined into a single
unit, and the total thickness is nearly the same as the IC.

Keywords-component; SAW, oscillators, monolithic.

I. INTRODUCTION

In recent years, transmit technology has come to require
both miniaturization and a high transmit rate. The SAW
oscillator with good phase noise performance is suitable for
high transmit rates. The passive components are fabricated in a
single chip by two methods, SIP (System in Package)[1] and
SOC (System on Chip)[2][3]. Since the SAW device is one of the
largest components in the system, a monolithic SAW device
with good phase noise performance is a desirable solution.

Because of the velocity dispersion of the thin film SAW
device, the relationship of the IC’s layered structure, which
consisted of SiNx/SiO2/Si between frequency, coupling
coefficient k2 and thickness of film were calculated. Inter
Digital Transducer (IDT) with 1×1.6mm2 sized oscillators
were designed using a refined version of Smith’s method.

The transistor’s gate size was optimized using the Agilent
ADS simulator. In IC fabrication, after standard 0.25um
CMOS, ZnO film SAWs that easily crystallize at low
temperatures without circuit damage were formed above the IC
using RF sputtering.

In Fig. 1, the left side is the circuit area and the right side is
the SAW area. Al lines connected the pad of the IC and the
electrode of the SAW.

Fig. 2 shows that the monolithic SAW device oscillated
clearly at 545MHz.

In addition discrete solution with good phase noise
performance was already developed. This oscillator consisted
of ZnO film SAW device and other individual components. [4]-

[6]

Fig. 1 Die of the monolithic SAW oscillator

Fig. 2 Spectrum of oscillation

II. DESIGN

A. SAW DESIGN
Fig. 3 shows the calculated result using Campbell’s method.

[7]-[10] It shows that high k2>1% needed the thickness of ZnO
film being kh=1.5 with k(=2π/λ) being the wave number
and λbeing the SAW wave lengths. In this case, the thickness
of isolation layers was kh=5 and the number of that



（SiO2/SiNx） layer was 4. At this thickness the Sezawa 3rd

had the largest k2.
As a high IDT reflection factor miniaturizes the SAW area, a

thick Al (of kh>0.2 above ZnO/IC) was deposited. Fig. 4
shows that the simulated IL (Insertion Loss) =-10dB using
Smith’s method.

Fig. 3 Velocity depended on ZnO film thickness

Fig. 4 Calculated SAW characteristics

B. CMOS CIRCUIT DESIGN
Fig. 5 shows the schematic circuitry of the colpitts

oscillator. In this figure, as the IL of thin film SAW is often
larger than that of single crystal, large transistor gain needed 3
stage inverters that connected 3 times in a series.

The analytical result of the relationship simulated with the
Agilent ADS between transistor gain and power consumption
in proportion to the transistor’s gate size is shown in Fig. 6. In
this simulation, the gain required 15dB that exceeded SAW
IL=-10dB. As an upper limit of circuit power consumption of
about 70mW, the maximum gate size was calculated. The
relationship between gain and power consumption was
presented. Therefore, optimized range of gate size W/L was
from PMOS=60/0.3, NMOS=24/0.3 to PMOS =140/0.3,
NMOS=47/0.3 with W/L transistor dimensions.

Fig. 5 Oscillatory circuit

Fig. 6 Simulated result of gate size

C. CMOS FABRICATION
The IC was fabricated in the standard CMOS 0.25um

process. Fig. 7 shows that the schematic surface of the chip
with uneven distribution of Al lines was rough. To deposit thin
film SAW on the chip, Chemical Mechanical Polish (CMP)
was implemented to flatten the chip surface, as shown in Fig.8.
If the wafer has a rough surface with an uneven distribution of
devices, the SAW propagation loss also worsens. SAW area
and circuit area were arranged mutually like a lattice figure
because of SAW area having no lines in isolation layers.

Fig. 7 Rough surface of standard IC chip
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Fig. 8 Flat surface of IC chip by CMP

D. MONOLITHIC INTEGRATION PROCESS
It is easy to fabricate monolithic SAW device using the

previous method. After CMP made the wafer surface flat, ZnO
and Al films were deposited above it. IC pads and SAW
electrodes were connected at the same time as the deposition
of Al. Finally Al formed IDT by etching. Note that IC pads are
not always needed, since they increase chip scales.

To avoid damages in circuit, a process under 400oC was
selected. Moreover, post-process was chosen because of a
possibility that ZnO could affect transistors. Fig. 9 and Fig. 10
show those schematic processes. First, ZnO film was
deposited on a wafer with a flat surface and pads opened by
etching. The next process was the Al deposition. Lastly, IDTs
were formed by etching. Washing and etching processes that
do not damage the circuit should be selected.

Fig. 9 ZnO deposition and PAD fabrication

Fig. 10 Al deposition and IDT fabrication

III. MEASUREMENT RESULT

A. SAW MEASUREMENT
Fig. 11 shows that monolithic SAW got low IL=-14dB at

Sezawa3rd. And the rayleigh, sezawa and sezawa2nd waves
had an IL larger than -14dB. Although the IL was enough to
oscillate, it did not reach -10dB. For a lower IL, the quality of
ZnO film will need further improvement.

Fig. 11 SAW characteristics

A cross section photograph is shown in Fig. 12. The ZnO
film formed a good c-axis. Fig. 13 shows the X ray diffraction
(XRD) result. Its full width at half maximum (FWHM) was
3°, which indicated that the film quality was good.

Fig. 12 Cross section photograph of ZnO film

Fig. 13 XRD rocking curve
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B. CMOS CIRCUIT MEASUREMENT
The oscillatory circuit obtained the gain over 14dB of thin

film SAW.

In advance, the phase noise of the circuit covered with ZnO
film was measured to check for influences. Fig. 14 shows that
the difference of phase noise between the circuit and ZnO/IC
was small. Therefore, the film had little effect on the circuit.

Fig. 14 Phase noise comparison of ZnO/IC to IC

The measurement result of components is shown in Table 1
below. The ZnO film also affected C, L and R very little. As
the largest difference of resistance was only less than 5%, the
film did not influence the circuit.

L[nH] C[pF] R[Ω]

IC 4.84308 4.367 548.493

ZnO /IC 4.79307 4.356 476.786

Δ 0.05001 0.011 71.707

Table 1

C. MONOLITHIC SAW OCSILLATOR MEASUREMENT
The oscillatory condition at 545MHz was shown in Table 2

below. At 2.7[V], phase noise was measured. At 2.0[V], the
oscillator worked steadily. But at 1.5[V], it sometimes stopped
oscillating.

Table 2 Oscillatory condition

Fig. 15 shows that measured phase noise of monolithic
oscillator was almost equal to that of discrete solution, which
was -120dBc/Hz@10KHz. [1][2][3]

At 1KHz monolithic SAW had –95.5[dBc/Hz], but LC
oscillator that integrated typically in IC had –40[dBc/Hz]. [11]

Therefore, SAW/IC showed an advantage regarding phase

noise. In addition CMOS LC oscillated at 900MHz. But this
monolithic SAW oscillated at 550MHz. Generally, the phase
noise at a high frequency is worse than that at a low frequency.
In this case there was little effect, since there was almost twice
the difference.

Fig. 15 1chip SAW oscillator Phase Noise

Table 3 Phase noise [dBc/Hz]

IV. CONCLUSION

The SAW device and the IC were combined into a single
unit, and the total thickness was nearly the same as the IC.

A high performance Al reflector with a thickness of kh>0.1
was set up to minimize the SAW area to 1x1.6mm. To achieve
a high gain at a low voltage power source, we optimized the
gate size of the transistor and the parasitic element for phase
adjustment in IC design using the Agilent ADS simulator.

Measurement results showed that the phase noise achieved
an excellent value of –120dBc/Hz@10kHz. This indicates that
the ZnO thin film did not affect the performance of the IC.
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Abstract - This paper describes front-end architec-
tures of modern multi-mode, multi-band cellular 
phones and will discuss the requirements on RF 
filtering in such applications. Special focus will be 
on dual mode (GSM and WCDMA) cellular 
phones with four GSM and three WCDMA bands. 
On the one hand driven by forward integration – 
e.g., from PA function via transmit front-end to a 
fully integrated radio – on the other hand 
influenced by new requirements of 3G systems 
and the integration of complementary access, 
filtering components such as SAW and BAW 
filters have to solve several increased require-
ments simultaneously. New technologies are 
required to follow the demand of increased RF 
performance, reduced PCB area consumption and 
continuously decreasing component costs.  

Fig. 1: Stacked via within different layers of ceramic 
materials. I. Introduction 

 Cellular systems worldwide are reaching maturity, 
especially the GSM system, accounting for more than 
60% of global (cellular) sales in 2004. At its 
introduction, only the 900 MHz band was used; a few 
years later, the DCS band at 1.8 GHz was added. In 
Europe and Asia, these are still the bands occupied. 
In the U.S., the GSM system gained interest after the 
PCS band at 1900 MHz became available. Triple-
band GSM phones can be considered the first single-
system global phones. Today, with the addition of the 
850 MHz band in the U.S., the GSM system spans 
four bands. In response to consumers asking for 
higher data rates, the GSM system expanded toward 
General Packet Radio Service (GPRS) and recently to 
enhanced data rate for GSM evolution (EDGE). Next 
to the GSM system, the 3-GPP committee has defined 
the Universal Mobile Telephone System (UMTS) as a 
global standard able to deliver data rates exceeding 
the GSM-EDGE standard by a factor of three. 
Upcoming high-end multi-mode, multi-band cellular 
phones will provide operation in several WCDMA 
bands. The bands of operation depend on the regions, 
as not all nine bands assigned for WCDMA are 
available all over the world. Thus, advanced cellular 
phones will operate in two different modes and will 

cover up to seven different frequency bands. This 
increased complexity was a driver for the 
development of integrated RF front-ends, which 
include ESD protection, switches, SAW and LC 
filters, and matching networks at least. In some cases 
power amplifiers (Pas) and duplexers are integrated 
too. 

 In the coming years, handsets will increasingly 
have more features and functionality, e.g., internet, 
streaming audio/video, and games. Differentiation 
between handset manufacturers is no longer based on 
technical performance: features, fashion aspects, and 
cost determine the choice. Key value drivers for 
component and subsystem suppliers are therefore cost 
and size. 

II. Key Materials and Core Technologies for 
RF Front-End Integration 

A. LTCC Technology 

 In the nineties LTCC was mainly used to create 
discrete components like inductors, filters or baluns. 
Using LTCC as a substrate for passive integration and 
making modules or a complete system in package 



 

 

was very often a burden to the user because of long 
turnaround times. A typical design cycle took three to 
four month and at least two or three cycles were 
required to get acceptable performance. Beside this, 
the range and achievable tolerances of embedded 
components were limited.  

 We have reduced the cycle times drastically. By 
making use of a non shrinkage 8’’x8’’ LTCC 
technology it is possible to combine different 
materials to extend the range of capacitance and 
inductance values but also to embed new semi-
conductive ceramics for ESD/EMI protection. 
Furthermore, LTCC technology is the right choice for 
packaging for applications with severe temperature 
conditions like in automotive (e.g., gear controls) or 
communication (e.g., power devices) systems.  

 To produce an advanced LTCC panel existing of 
different materials in a competitive 8’’x8’’ format 
there are at least two major challenges. The first is to 
manufacture thousands of holes layer per layer fast 
and in high quality; the second one is to perform the 
shrinkage without any delamination between the 
layers or cracks around the metal structures and holes. 
Both have been achieved, e.g., 3000 holes/second are 
punched by using of special multi-punching tool. 

 Sintering of different materials (Fig. 1) is possible 
by adjusting the ceramic and metal material 

compositions in a way that the sintering starts at 
similar temperatures [8]. The so-called non shrinkage 
process has the big advantage that there is no 
shrinkage in the lateral dimensions. This is made 
possible by using top layers which do not shrink like 
the remaining functional body. The remaining 
shrinkage is only happening in the vertical dimension, 
so that delamination can be avoided. 
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Fig. 2: Schematic cross section of Chip Sized SAW 

Package 2rd generation (CSSPlus). 
 

 
Fig. 3: Evolution of packaging for RF filters used in 

cellular phones. 

B. Advanced Packaging Technology 

 Recent trends to integrate filtering into modules 
holding PAs, switches or the transceiver ICs are 
putting even more pressure towards the 
miniaturization of packages for electro-acoustic 
components. For the operation of SAW or BAW 
components it is necessary to realize hermetically 
sealed cavity-packages fulfilling stringent reliability 
requirements. 

 Traditionally, these requirements could be 
fulfilled using SMD type cavity packages. The 
packages were made of high temperature cofired 
ceramic (HTCC) and bonding wires between chip and 
package are used for the electrical connection. The 
inner metal pads of the package are connected by vias 
or metallized castellations to SMD pads on the 
bottom side of the package. A metal lid is welded or 
soldered to hermetically seal the package. 

 Further miniaturization was obtained by 
optimizing the ratio of active area (SAW or BAW 
chip). Novel approaches were needed to reduce the 
foot print of the package. Fig. 2 shows a chip size 
SAW packaged (CSSP) device, a flip chip package 
where the cavity is formed by laminating a polymer 
foil over the chips. Cu and Ni layers with a total 
thickness of 40 µm are used to seal the package 
hermetically. 

 With these steps in packaging it was possible to 
reduce the package volume in 2006 to 6 % (Fig. 3) of 
the 1998 value, a must for space saving integration of 
SAW filters into front-end modules. The next step 
will be the integration of bare dies on the surface of 
the module. Thus CSSP technology is directly 
applicable to highly integrated and miniaturized RF 
front-end modules. 

III. WCMDA Frequency Bands 
 Today, nine different pairs of frequency bands for 
WCMDA applications (table 1) are specified. Not all 



 

Band up-link [MHz] Down-link [MHz] Comment

I 1920-1980 2110-2170 Europe, Japan, Korea, China
II 1850-1910 1930-1990 N.America, same as GSM 1900
III 1710-1785 1805-1880 Europe, same as GSM 1800
IV 1710-1770 2110-2170 US, Tx is subset of band III, Rx same as band I
V 824-849 869-894 N.America, same as GSM 850
VI 830-840 875-885 Japan, subset of band V
VII 2500-2570 2620-2690 Worldwide
VIII 880-915 925-960 Europe, same as GSM 900
IX 1750-1785 1845-1880 Japan, subset of band III

Table 1: WCDMA frequency bands

 

these bands are available all over the world, and not 
all frequency bands are available today. E.g., band 
VII will be included by 2009 or later. In order to 
reduce the complexity (and the costs) of a WCDMA 
cellular phone up to three different frequency bands 
are implemented only. Possible combinations depend 
on the main area of usage of the cellular phone. 
Examples are 

- World (I, II, V) 

- Japane (I, IX, VI) 

- Europe (I, III, VIII) 

- USA (II, IV, V). 

IV. QB GSM + Band I WCDMA Front-End 
 In fig. 4 a schematic block diagram of a dual-
mode (GSM/WCDMA) cellular phone is depicted. A 
quad band GSM transceiver in combination with a 
single band WCDMA transceiver is used. In the 
receiver section of the GSM portion a front-end 
module (FEM) with a switch and four SAW filters, 

one for each GSM frequency band, is used. Typically, 
these filters have a single-ended input and a balanced 
output [9], which eliminates the balun in front of the 
GSM transceiver. Doing the transformation from a 
single-ended to balanced signal in the SAW filter 
adds no additional insertion loss as a balun would do.  
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Fig. 4: Schematic block diagram of the front-end for a 
quad-band GSM and single band WCDMA 
cellular phone. 

 For the two GSM transmit bands (1 GHz and 
2 GHz) a dual power amplifier module is used. GSM 
PAs with high efficiency require low-pass clean-up 
filters to suppress harmonics. Typically these filters 
are LC filters and are integrated into the front end 
module. In addition the complex matching required at 
the input of the GSM transceiver may be integrated 
too [1]. This reduced the component count by 12! 

 On the WCMDA side a module with a power 
amplifier and duplexer (PAiD) is used. Interstage 
filters are provided in Rx path after the LNA, and in 
the Tx path before the PA (integrated into the PAiD). 
To connect the GSM and WCDMA transceiver to the 
antenna an SP7T switch is included into the front-end 
module. 

 The proposed front-end for the dual mode cellular 
phone consists of three modules: 

- a front-end module with an SP7T switch, a 
quad band filter bank, and Tx clean-up filters 

- a dual power amplifier module 

- a WCDMA PAiD module with PA, Tx 
interstage filter, and duplexer. 

 As is obvious, this is not the only solution for 
partitioning the front-end of a dual mode cellular 
phone. Another concept would result in the combina-
tion of a power amplifier switch module (PSM), a 
PAiD, and a filter bank with integrated matching. The 
decision for the modularization of the front-end de-
pends strongly on size requirements, cost aspects, 



 

 

time to market considerations, and sourcing issues. 
All concepts result in technically equivalent solutions.  

V. QB GSM + TB WCDMA Front-Ends 

 Advanced multi-mode, multi-band cellular phones 
will support four GSM frequency bands and up to 
three WCDMA frequency bands. This concept will be 
discussed in more detail for cellular phones operating 
in frequency bands I, II & V. The same ideas can be 
applied to other band combinations as well. 

A. Separate GSM & WCDMA Transceivers 

 In this approach the GSM front-end described in 
chapter IV can be reused. Only the SP7T switch has 
to be replaced by an SP9T switch to allow for the two 
additional frequency bands. The WCDMA front-end 
has to be expanded by two more duplexers, four 
additional interstage filters, two PAs, and two more 
sections in the WCDMA transceiver. 

 Following this concept reduces the effort for the 
development of a dual-mode, multi-band cellular 
phone. Thus time-to-market and development costs 
are minimized. But this concept results in a not cost 
efficient system solution. Compared to today's 
systems a higher order switch (SP9T) results in 
higher costs and contributes to higher insertion loss in 
the radio front-end. As can be seen in fig. 5 the 
number of receivers is increased to seven, and the 

number of transmitters to five! This results in high 
pin count and large package size. Overall, costs for 
transceivers and filters are significantly increased. 
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Fig. 5: Schematic block diagram of the front-end for a 

quad-band GSM and a triple band WCDMA 
cellular phone. 
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Fig. 6: Schematic block diagram of the front-end for a 

quad-band GSM and a triple band WCDMA 
cellular phone. 

B. Dual Mode Receivers 

 To overcome some of these drawbacks, new 
concepts have to be found. A possible solution is 
depicted in fig. 6. One prerequisite for this concept 
are reconfigurable multi-mode receivers [2, 3, 4, 5, 6, 
7], because the same receiver path has to be capable 
to handle GSM and WCDMA signals. Thus the 
number of receivers can be reduced by two resulting 
in a total number of five receivers. This has direct 
impact on the antenna switch and only an SP7T 
switch is required. Compared to the solution 
described in chapter IV, the SP7T switch has five Tx 
ports and thus the die area is almost the same as of an 
SP9T switch. 

 By inspection of the frequency bands in table 1, 
one can see that GSM 850 and WCDMA band V 
share the same Rx frequency band. The same holds 
for GSM 1900 and WCDMA band II. Thus the first 
idea is to use the Rx filter of the respective WCDMA 
band for GSM too. The same concept may be applied 
to GSM/WCDMA cellular phones with frequency 
bands chosen for Europe I, III, VIII, and Japan I, III 
(IX), V(VI). 

 Implementing this concept requires two 
conventional GSM Rx filters and two dual mode 
interstage Rx filters. This dual mode filter has to 
fulfill specifications arising from both standards. 
Fig. 7 shows the frequency response (S21) of such a 



 

 
Fig. 7: Frequency response of a dual mode Rx interstage 

filter vs. GSM 1900 specification. 

 
Fig. 8: Power transfer function and error vector 

magnitude of a dual mode Rx interstage filter vs. 
WCDMA II specification. 

dual mode Rx filter vs. a typical GSM 1900 blocking 
specification. Fig. 8 shows power transfer function 
(PTF) and error vector magnitude (EVM) of the same 
filter vs. a typical WCDMA band II specification. 
PTF is a measure of attenuation for a WCDMA 
modulated signal. Basically, it is an average 
frequency response (S21) weighted with the spectral 
power distribution of a WCDMA signal. EVM is a 
measure of signal distortion due to non-uniform 
attenuation and non-uniform group delay over a 
5 MHz wide WCDMA channel [10]. Both, power 
transfer function and error vector magnitude are 
plotted as function of center frequency of the 
respective WCDMA channel. 
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Fig. 9:  Schematic block diagram of the front-end for a 

quad-band GSM and a triple band WCDMA 
cellular phone. 

 
Fig. 10: Frequency response of a dual mode Rx duplex 

filter vs. GSM 850 specification. 

C. Dual Mode Receivers without Rx Filters 

 A possible next step could be the attempt to 
remove the interstage filters in all WCDMA bands [6]. 

Thus, the Rx filter of the WCDMA duplexer has not 
only to fulfill the tightened WCDMA specifications, 
but also the respective GSM specifications. 
Furthermore, the balun functionality of the interstage 
filters should also be shifted to the duplexer. 

 To point out the requirement for such an Rx filter 
of a duplexer, we have chosen a WCDMA band V 
duplexer with balanced Rx as an example. Fig. 10  
shows the frequency response (S21) of such a dual 
mode Rx duplex filter vs. a typical GSM 850 
specification. In particular, the GSM blocking 
specifications above the pass band have to be fulfilled. 
Fig. 11  shows power transfer function (PTF) and 
error vector magnitude (EVM) of the same filter vs. a 
typical WCDMA band V specification. Besides a 
high suppression of Tx frequencies, this filter needs 
to suppress blockers at 2*fTx-fRx (Rx image) and at 

 



 

 
Fig. 11: Power transfer function and error vector 

magnitude of a dual mode Rx duplex filter vs. 
WCDMA V specification. 

 

(fTx-fRx) / 2 (half duplex image) due to third order 
intermodulation products. 

VI.  Example of a Multi-Mode Front-End 
Module 

 In this chapter, the EPCOS module M104 is 
described as an example for a state of the art multi-
mode front-end module. The block diagram of the 
module is shown on fig. 12. The module contains an 
SP7T CMOS switch, four SAW-filters for the GSM 
receive paths, low pass filters for the low and high 
band GSM transmit paths, an output branch for 
WCDMA operation and a network for protection 
against electro-static-discharges (ESD). The antenna 
pin of the module is connected to the input of the 
switch by means of the ESD protection network. The 
seven output branches of the switch are connected to 
the four GSM receive filters, the two GSM transmit 
low pass filters and the WCDMA output pin. 

 Fig. 13 presents the photo of the actual 
implementation of the module currently running in 
volume production. The encapsulation material has 
been left off, therefore the components mounted on 
the top side can be seen. The substrate is multilayer-
LTCC which contains integrated passive components 
to realize the two low pass filters as well as matching 
components for the receive path. This allows the 
realization of customized Rx output impedances as 
part of the module, thereby saving board space and 
design-effort for the customer. On the top of the 
substrate are two SAW-filter packages in CSSPlus 
technology, each of them contains two of the GSM 
receive filters (2in1). In the lower left the SP7T-

switch is mounted. This was done by first die-
bonding the chip onto the module substrate and 
afterwards connecting the switch electrically with 
wire-bonds. The elements for the ESD-protection 
network are added as discrete SMD components, 
located in the lower right. The module has a size of 
5.4x4.7 mm². 

ANT

Rx 850

Rx 1800

Rx 1900ESD 
Protec-

tion

Rx 900

low pass
Tx 850/900

low pass
Tx 1800/1900

WCDMA 2100

ANT

Rx 850Rx 850

Rx 1800Rx 1800

Rx 1900Rx 1900ESD 
Protec-

tion

Rx 900Rx 900

low passlow pass
Tx 850/900

low passlow pass
Tx 1800/1900

WCDMA 2100

 
Fig. 12: Block diagram of EPCOS multi-mode module 

M104. 

 
Fig. 13: Photo of the EPCOS multi-mode module M104 

with the encapsulation material removed. 
Discernible are the SAW-filters in CSSPlus 
packages, wire-bonded SP7T switch and discrete 
SMD components. 

 Key performance parameters for a multi-mode 
module are insertion loss, prescribed attenuation 



 

 

levels, low harmonic generation for the GSM transmit 
modes, excellent intermodulation properties as well 
as low current consumption and resistance against 
ESD. All this has to be realized within a minimum of 
space at low cost. On Fig. 14 and 15 we show as 
examples the transfer properties of the module for the 
GSM transmit (high band) and GSM 1900 receive 
modes, respectively. 

 The insertion loss for the low and high band GSM 
transmit modes is 1.2 dB and 1.3 dB, respectively. 
The insertion loss for the GSM receive bands is 
between 2.3 dB and 2.8 dB, depending on the 
frequency band.  

 For the WCDMA mode the transfer curve has low 
insertion loss over a broad bandwidth (fig. 16). This 
allows that the WCDMA mode of the module can be 
used for all currently used bands. The band to be used 

is chosen by the appropriate duplexer. A typical case 
is the use of band I, the relevant passbands are 
indicated on fig. 17. The EPCOS M104 displays an 
insertion loss of less than 1 dB, even at the highest 
frequency needed. 

 
Fig. 14: Transfer properties of the EPCOS M104 for the 

GSM 2 GHz transmit mode. 

 
Fig. 15: Transfer properties of the EPCOS M104 for the 

GSM 1900 receive mode. 

 
Fig. 16: Transfer properties of the EPCOS M104 for the 

WCDMA mode. 

 Besides the transfer curves the non-linear 
characteristics are key for successful use of a multi-
mode front-end module. In the GSM transmit modes 
the M104 second and third order harmonic power is 
better -45 dBm, even when the antenna is 
mismatched. This provides enough margins against 
the GSM-specification and allows for the design of 
robust RF-transmitters. The non-linear parameter of 
most interest for the WCDMA mode is the 
intermodulation power generated in the receive band, 
when a blocking signal is applied to the antenna. In 
the typical test case the transmit power is set to 
20 dBm at the antenna and the blocking signal 
to -15 dBm. A third order intermodulation product is 
formed according to: 

               fIM = 2*fTx-fblock 

 The measured power of the third order 
intermodulation product is shown on Fig. 17. The 
power is displayed as a function of the relative 
electrical delay between the WCDMA pin of the 
module and the duplexer. The power is 
below -108 dBm for the worst case phase. It is 
important that the intermodulation power is low for 
all phases, because the module can be used on any 
phone PCB, independent of the distance between the 
module and the WCDMA duplexer. 

 Besides the RF-performance of the module, 
equally important are current consumption and ESD-



 

 

resistance. With a current consumption of only 50µA 
and an ESD-resistance of 8kV contact discharge 
according to IEC1000-4-2 the M104 has the best 
performance known to the authors for these 
parameters. 

 Next steps are targeted towards further 
miniaturization. This will be achieved by the use of 
EPCOS next generation ultra-small SAW-packages in 
CSSP3 technology in combination with innovative 
assembly technologies for the switch. 

VII. Conclusion 
 A prerequisite for successful development of RF 
front-ends for multi-mode, multi-band cellular phones 
is the control and availability of key materials, core 
technologies, advanced filter techniques, and 
comprehensive system knowledge. At EPCOS we 
have an in-house LTCC development and fabrication, 
we have introduced CSSP for acoustic filters, and 
extensive know-how with respect to SAW and BAW 
filters development, synthesis, simulation, and 
fabrication. 

 We have discussed different partitionings of RF 
front-ends for multi-mode, multi-band cellular phones 
which yield technically equivalent system solutions. 
Reuse of existing GSM subsystems can lead to 
shorter time-to-market, but either increases the 
component count, the complexity, and/or the cost of 
the system. Combining the requirements given by 
GSM and WCDMA specifications results in using the 

same Rx filter twice - for GSM and WCDMA – and 
eliminates one Rx filter. Thus the filter count and 
complexity for the QB GSM + TB WCDMA front-
end module could be reduced. Adding GSM blocking 
specifications and balun functionality to the Rx filter 
of the duplexer, facilitated elimination of interstage 
filters.    

 
Fig. 17: Third-order intermodulation power of M104 for 

the M104 in the WCDMA receive band. The 
transmitter power was 20 dBm and power of the 
blocking signal -15 dBm at the antenna. The three 
curves are for WCDMA band I, II, and V. 

 More efficient solutions require more effort in 
design and development, but result in cost efficient 
implementations and will be used in future multi-
mode, multi-band cellular phones.  
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Abstract - Cellular handset developers are adding 
features to their handsets while designing them to 
be smaller and thinner.  This drives the need for 
highly integrated radio solutions that use minimal 
space and are easy to integrate with other 
functions. Module integrated circuit packaging 
technology, combined with appropriate 
semiconductor process technologies can provide 
handset manufacturers a very compact radio 
solution while enabling shortened time to market 
and low cost of ownership.  
 
In this paper I will show how module technology 
helps achieve a reduced time to market and size 
reduction for handsets.  Additionally, I will show 
how wafer level packaged SAW filters play a key 
role in enabling these small and highly integrated 
modules.  
 
 

I. INTRODUCTION 
 

The year 2007 is the last year that GSM/GPRS 
handsets dominate the production of handset 
volumes [1] as indicated in Fig. 1. While many 
of the historic GSM and GPRS handsets has 
been dual band, today the majority of EDGE 
handsets are quad band.  Volumes are also 
shifting to multimode handsets, increasing the 
number of unique frequency bands in each 
handset. Additionally, the use of full duplex 
radios for 3G handsets is driving explosive 
growth for duplexers, now exaggerated as 
multiple frequency bands are supported. This 
provides SAW and duplexer manufacturer with a 
growing market opportunity, at least in terms of 
units shipped. It also presents a challenge to the 
handset manufactures to find room the number of 
filters and duplexers.  

 
Fig. 1.  Shows declining GPRS and increasing EDGE and 

WCDMA handset production.   Source: RFMD 
 
 

II. MODULES VS MIMICS 

 
Just a few years ago, handset designers selected 
RF MMICs, discretes and passives components 
from a variety of suppliers and spent a 
considerable amount of time and resources 
debugging and relaying out printed circuit 
boards.  Semiconductor companies have taken 
over these responsibilities by providing RF 
modules.  The trend started when semiconductor 
companies combined the power amplifier (PA) 
die with passive components onto a laminate 
substrate to provide a complete tested module 
matched to 50 ohm impedance.  The industry 
now recognizes the value of reducing the overall 
board area while improving factory yields and 
time to market.  Nearly all handsets a now 
manufactured using power amplifier modules.  
This integration trend is now moving to the 
transceiver function, further reducing size and 
development effort, again improving time to 
market and therefore time to money. 
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A fundamental benefit of module technology 
includes the ability to combine different 
semiconductor process technologies into the 
same package creating a complete function using 
the optimal technology for the function. Fig. 2 
shows a transmit module and includes pHEMT 
for the Rx/Tx switch,  high and low band GaAs 
HBT die for the power amplifier, CMOS for the 
biasing and control functions and passives 
devices for harmonic filtering and impedance 
matching.  
 
Additional benefits to the users of modules 
include the fact that the module manufactures 
have taken the responsibility for managing much 
of the supply chain based on the fact nearly all of 
the radio functions are provided in two or three 
modules by one suppler.  
 
Fig. 3 shows two generations of advanced quad-
band EDGE radios. Both solutions include 
integrated SAW filters inside the transceiver 
module and utilize multi technology modules to 
achieve the small size and high level of 
integration. Minimal external passive 
components are achieved partly due to the fact 
the impedance matching components are inside 
the module 
 
 To achieve cost effective radio module and 
achieve the correct selling price at acceptable 
production margins, the majority of the functions 
integrated into the module need to be 
manufactured by the module vendor.  The SAW 
and duplexer devices are no exception.  
 

 
Fig. 2. The transmit module includes low band and high band 

GaAs HBT die, a pHEMPT switch, and CMOS controller 
Source: RFMD 

 
Fig. 3.  Polaris 2 Radio Module includes pre packaged SAW 

filters.  Polaris 3 includes WLP SAWs contributing to a 
smaller size module. Source: RFMD 

 
 

III. WAFER LEVEL PACKAGING 
 

The primary goals associated with the 
development of Wafer Level Packages SAWs 
and duplexers included both technical and 
commercial aspects. 
 
Securing SAW filter supply for very large 
volumes of front end and transceiver modules 
was a key goal.  Additionally, reducing the cost 
of SAWs already in high volume would drive 
immediate improvements in margins or enable a 
lower selling price. Supporting the size and 
integration goals for 3G front end modules also 
drove the need for smaller sized SAWs and 
duplex filters. 
 
Reducing height was another key goal, as 
handsets are getting thinner and thinner and the 
ceramic pre-packaged SAWs were and continue 
to be the limiting factor in achieving lower 
module heights. 
 
WLP SAWs are clearly the better choice 
compared to ceramic packaged SAWs when 
integrating the SAWs inside the transceiver or 
front end module.  
 
RFMD’s WLP SAW and duplexer devices are 
not intended as stand alone devices for use on 
standard printed circuit boards. They are 
designed to be included inside plastic modules 
and protected by the plastic over-mold 
compound.  
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The general strategy was to develop a reliable 
high volume capable SAW and duplexer 
technology, using wafer level manufacturing 
techniques, while achieving industry acceptable 
performance.  
 
 

IV. WHERE DO SAWS BELONG? 
 
When integrating SAWs or duplexers into 
modules, one of the first questions is where do 
they belong?  It seems there is no one answer, 
however there are specific considerations to keep 
in mind.   
 
Fig. 4 shows a two module 2.5G radio solution 
which can be achieved if the SAWs are 
integrated with the transceiver.  The diagram 
also shows the power amplifier, switch and 
controller are integrated together in a transmit 
module. Alternatively some manufactures 
integrate the SAWs with the switch yielding a 
three module radio as shown in Fig. 5.  These 
partitioning decisions are driven by many things, 
but as a minimum include historic product 
offerings, partnerships, willingness to manage 
more of the supply chain, and general technical 
capabilities.  
 
In 3G handsets, the minimal number of modules 
appears to be achieved when the SAWs and 
duplexers are included in a front end module 
with the LNAs and a multi-port switch as shown 
in Fig. 6.  
 
This enables the ability to include the matching 
components within the module and to minimize 
the pin count in the transceiver.  Including the 
LNAs with the transceiver can lead to more pins 
as a second SAW is frequently employed right 
after the LNA requiring three pins per LNA.  
 
   
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Two module 2.5G solution  with SAWs inside the 
transceiver module Source: RFMD 

 
 
 
 
 
 
 
 
 
 
 
 
 

 Fig. 5. Three module 2.5G solution with SAWs inside the 
switch module Source RFMD 

 
 
      

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.  The above 3G front end module with SAWs and 
duplexers integrated between the switch and LNAs 

Source: RFMD 
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V. WHAT IS WAFER LEVEL PACKAGING? 
 

Wafer level packaged devices are processed at 
the wafer level where the complete wafer is 
processes, instead of the individual die.  
Singulation of the device is performed after the 
packaging steps are complete. Some refer to 
WLP as a true chip-scale packaging technique.  
Presently there is no one standard method for 
wafer level packaging, however many companies 
are deploying WLP processes for various 
products. Fig. 7 shows an overview of the wafer 
level packaging process used at RFMD. 
 
A key priority was to develop a process to create 
an open cavity to enable the proper performance 
of the SAW device. Developing a method to etch 
open a cavity using a sacrificial material and 
then over coating the area to create the hermetic 
cavity was fundamental to enable use of the 
WLP process. 
 
To achieve the benefits outlined in the goals 
listed above for using wafer level packaging, the 
product process had to be compatible with 
established wafer level semiconductor 
processing yet be benign to the performance of 
the SAW filter. For example the process had to 

handle the product using wafer handling methods 
and the deposition and etching techniques 
needed to be identified that would not damage 
the SAW fingers or substrate materials.  
 
Other key requirements included the need to use 
a standard photolithographic processes, and use 
of standard back end wafer handling procedures 
for the following process steps:  
 

 Wafer Singulation  
 Die pick and place 
 Die attach 
 Wire bonding or flip chip 
 Lead-free solder reflow 
 Plastic encapsulation 

 
One more difficult challenge was identifying a 
sacrificial material that would etch off without 
damaging the SAW fingers. This is used to 
create the critical open cavity to enable the SAW 
to operate properly.  
 
Fig. 8 shows there was no damage introduced to 
the SAW fingers as the sacrificial material was 
removed.

 
 
 
                                              

 
Fig. 7.  Shows the process flow for wafer level processing. 

Source: RFMD 
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Fig. 8. Shows the SAW fingers after the sacrificial material 
has been removed.  Source: RFMD 
 
 

    
 

Fig 9.  Shows an SEM image after the fill coat layer has been 
added sealing the etched vias Source: RFMD 

 
Completing the fill coat layer and properly 
sealing the vias used to etch out the sacrificial 
layer is one of the critical and final steps in the 
process.  
Although the via will never completely fill to be 
the same level as the top of the cap, the vias are 
successfully sealed to provide a hermetic cavity 
for the underlying SAW. 
 

VI   RELIABILITY 
 
To support the high volume goals for the WLP 
SAWs as part of the transceiver module 
programs, reliability goals of just a few PPM 
were required.  
 
As with standard SAW devices long term cavity 
integrity is critical to maintain the performance 
of the WLP SAW.  
 
The primary challenge was to maintain the cavity 
integrity through all the assembly and integration 
process steps without compromising the 
hermeticity of the package.  Thermal stress is 
introduced when the devices is processed 
through the lead-free solder bump reflow. 
Additional stress is produced when the WLP 
device is processed through the high pressure 
transfer molding step.  
 

VII   WLP ELECTRICAL TEST RESULTS 
 
The test results shown in Fig. 10 indicate that the 
WLP performance doesn’t appreciably change 
through the manufacturing process steps 
including integration into the transceiver module.  
 
In the case of Polaris 3 Total Radio, there are 
four SAW filters configured as two dual band 
WLPs; one for the low bands and the other for 
the high bands. The WLP SAW filters are 
solder-bumped along with the RF6030 die and 
are flip chip mounted onto the RF6030 
transceiver module laminate as shown in the 
picture below.  The SAW impedance designed to 
match the impedance of the LNAs to reduce the 
number of matching elements, and also to 
achieve optimum performance.

 
 

Fig 10. Shows the WLP SAW performance before and after the process steps  Source: RFMD

Bare SAW Filter After WLP Process After High Pressure 
Transfer Mold
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Fig. 11 shows the bottom side of dual low band 
SAWs in wafer level packaging format and Fig. 
12 shows the bottom side of dual high band 
SAWs.  Flip chip solder bumps are evident in 
support flip chip assembly which is consistent 
with the CMOS based transceiver die. 

 

 
 

Fig. 11.   Bottom side of dual low band SAWs  
in WLP Format. Source: RFMD 

 
 

 
 

Fig 12.   Bottom side of dual high band SAWs  
in WLP format. Source: RFMD 

 
 

VIII. CONCLUSION 
 

We have seen that quad band 2.5G and multi 
band 3G handsets provide an enhanced 
market opportunity for SAW and duplexer 
manufacturers.  
 
We discussed how the use of module 
technology provides benefit to handset 
manufacturers in terms of size, ease of use, 
cost of supply chain management and cost 
of manufacturing.   
 
Placement of SAWs in the transceiver 
module enables a two module radio today 
where placing SAWs with the switch 
enables a three module radio.  
 
Using wafer level packaged SAWs provides 
an advantage in size and manufacturability 
compared to historic packaging techniques 
of ceramic hermetically sealed devices.  
 

Wafer level packaging also helps reduce the 
cost of SAWs through use of wafer handling 
process methodologies providing advantage 
in manufacturing scale.  
 
We have shown that the WLP process does 
not affect the performance of the SAW even 
through the bumping and transfer molding 
process.  
 
The WLP process enables an industry 
leading size for transceiver modules, as 
shown in Fig. 13, targeted at GPRS/EDGE 
handsets today. 

  
 
 

    
Fig.13 .  Shows WLP SAWs in an EDGE transceiver module 

for handset applications  Source: RFMD 
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Welcome to the First Japan Taiwan Workshop! 
 

On behalf of Chiba University and the Organizing 
Committee, I am most delighted to invite you to the Japan 
Taiwan Workshop on Future Frequency Control Devices, 
which is held in conjunction with the Third International 
Symposium on Acoustic Wave Devices.  

Presently frequency control devices are well recognized as 
key components in various modern electronic systems, for 
example, mobile communications and digital home electronics, 
and their technological progress and growth in the worldwide 
market are significantly owed to rapid evolution of the 
frequency control devices. Here, the frequency control devices 
involve resonators, filters, sensors and oscillators based on 
bulk and surface acoustic waves, MEMS and quantum effect 
technologies. 

Although Japan and Taiwan are technological leading edges in this area, it seemed that technical 
interaction between their specialists has been scarcely made. I discussed with my friends in Taiwan 
on this matter, and we concluded that such an interaction will offer various benefits to both sides, 
especially for young engineers and professors. I proposed Taiwan professionals to organize joint 
Japan Taiwan workshops regularly, and this motion was seconded favorably. Fortunately, we could 
receive the financial support from the Interchange Association Japan just on time, and this workshop 
was organized as the first attempt. 

Finally, the organizing committee would like to express its special thanks to Prof. T.T. Wu of 
National Taiwan University and Dr. C.S. Lam of TXC Corp. for their efforts on the program 
preparation. The organizing committee is most indebted to the Interchange Association Japan, Chiba 
University and the Venture Business Laboratory of Chiba University for their sponsorship. 
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Integration of RF Front-End Modules for the Handsets 
by Wang-Chang Albert Gu，，，，Yuantonix Inc. 

 
Abstract 
RF front-end (FE) of modern wireless terminals and handsets has evolved from a nearly all-discrete 
implementation to highly integrated RF IC’s and RF front-end modules (RF FEM). This trend of RF FE integration 
is continuing, and will eventually lead to RF front-end engines, which are characterized not by circuit 
functionalities, but by standard interfaces. This paper reviews the current trends of RF front-end integration along 
with its constituting technologies, followed by technical discussions on the advancement from RF FEM to RF FE 
engines for future multi-band and multimode terminals and handsets. 

Current Trends in RF Front-End Integration 
 

A. GSM/GPRS Radios 

GSM/GPRS handsets are undoubtedly one of the most successful products of consumer electronics in history. 

Contributing to this success are its system as well as hardware specifications, which include time-division 

duplexing (TDD), Gaussian minimum shift keying (GMSK) modulation, channel spacing of 200 kHz, and a peak 

power about 2 watts. TDD avoids the use of costly and bulky duplexers, and the phase-only GMSK modulation 

entails the use of high-efficiency PA operated at saturation. Although GSM’s wide channel spacing and relatively 

high transmitter power is not the best use of spectrum resource and battery power, it significantly relaxes the 

hardware requirements for the desired data rate and receiver sensitivity. To prolong battery life, GSM employs 

elaborate power control schemes by closely monitoring the strengths of received signals at the basestation to 

minimize the handset transmit (Tx) power. In terms of radio architecture, GSM radios almost universally adopt the 

direct conversion, or the zero IF (ZIF) receiver and the translational loop, or the offset phase-lock loop (OPLL) 

transmitter architectures. The ZIF architecture relaxes the front-end RF filter requirement since there is no need to 

attenuate signals at the image frequencies any more, while the narrow-band nature of OPLL circuit eliminates the 

interstate Tx filter (before PAM). Currently, the level of RF FE integration in GSM/GPRS handsets is the highest 

among all the handsets, which comprises an antenna switch module (ASM), a power amplifier module (PAM), a 

zero-IF (ZIF) transceiver IC, multiple receive (Rx) bandpass filters (BPF), and crystal a oscillator (XO) as shown in 

Figure 1. 

 

Figure 1. RF FE diagrams of GSM handsets: (a) dual bands,  (b) triple bands and (c) quadruple bands. 



ASM for multi-band handsets is a highly integrated RF FEM, which consists of a diplexer, multiple single-pole-
dual-throw (SPDT) PIN diode switches, phasing circuits, and low pass filters (LPF) as shown in Figure 2. Key 
advantages of PIN diode switch include maturity, low costs, as well as single control line for each SPDT switch, 
however, it suffers from the fact that its circuit complexities increases linearly with the number of throws in the 
overall switching requirements. Further increase beyond four throws using the PIN switches will unavoidably put 
them in a cascade configuration, which doubles the overall insertion loss, and consequently, adversely impacts 
the receiver’s noise figure and transmitter’s efficiency. It is clear that future handsets are all multi-band and multi-
mode in nature, and current PIN diode switches will be short in meeting their front-end switching requirements. 
PHEMT and UltraCMOS transistor switches are poised to replace PIN diode switches in coming years, which will 
be discussed later.. 

 

Figure 2. Circuit block diagrams of (a) dual-band and (b) quad-band ASMs. 

PAM in GSM handsets today may be better referred to as a transmitter module rather than just a simple PA 
module, which encloses multiple-stage RF amplifiers on IC’s, input/output matching circuits, power detectors, and 
a control IC encompassing close-loop power control, temperature compensation and logical functions as shown in 
Figure 3.. For the amplifiers, GaAs HBT remains as the technology of choice for its power added efficiency (PAE), 
power density and long-term reliability. CMOS based PA is slowly gaining ground for its cost and ease of system-
on-chip (SOC) integration, but still lacks in PAE performance, while the increased die size is offset due to SOC 
integration. 

 

Figure 3. Block diagram of a quad-band GSM PAM. 



Rx SAW filters are universally adopted in GSM handsets in single-end-to-balanced configuration to minimized 
interference to the received signals. By slowing down the RF signals by more than ten thousand times into 
surface acoustic wave signals, the size of the filter is greatly reduced. In addition, the discoveries of leaky-wave 
crystal cut such as 36

o
 to 42

o
 Lithium Tantalate crystals in the 80’s paved the ways for the low-loss RF SAW filters. 

The path of integration in SAW filters starts with two filters in one package, or the 2-in-1 filter, and is moving to 
filter bank solutions. While RF SAW industry enjoys tremendous success today, it also faces challenges not in the 
areas of material, manufacturing and design, but in the miniaturized hermetic packages first in chip-scale package 
(CSP), and next on the wafer-level package. The hermetic requirement is not likely to go away for SAW devices, 
and the exotic nature of its crystalline substrate prevents it from SOC integration onto the transceiver IC, which 
propels handsets makers along with component suppliers to develop RF filter solutions more suitable for SOC 
integration such as BAW filter, which will be discussed later. 

The trend of RF FE integration in GSM/GPRS handsets is continuing to a high level. On the transceiver side, 
complete absorption of the VCO control and frequency synthesizer circuitries is underway, leaving behind a 
simple crystal oscillator to provide stable frequency reference, which is made of quartz, and requires hermetic 
package as well. Yet to be seen is the proposals to develop a all-digital baseband processor, and move all the 
mixed-signal functions to the transceiver, which include the analogue-to-digital converter, digital-to-analogue 
converter, low pass filters, and various control and driver circuits. The benefits of such approach are three folds: 
First, by separating the digital circuitries from mixed-signal and analogue circuitries, the all-digital baseband 
processors are much more conducive to application-oriented solutions, which falls mostly into the digital signal 
processing (DSP) domains; Secondly, design and manufacturing cycles for the all-digital IC can be more easily 
and efficiently streamlined; Finally, the most advanced digital-IC technologies can be adopted immediately before 
the corresponding mixed-signal technologies becoming available. Other trends of further integration of RF FE in 
GSM/GPRS handsets include: 1) PA/Switch module incorporates the PAM and ASM into a single FEM; 2) Filter 
bank module puts multiple Rx filters into a single package; and 3) Transceiver/filter module either integrates the 
RF filters onto the transceiver IC, or into a common package. 

B. EDGE Radios 
The transitional standard called “enhanced data rate for GSM evolution” (EDGE) presents a unique set of 
problems in radio design. As a transitional standard, it implies the coexistence of both GSM/GPRS and EDGE 
systems in the same coverage areas with the same service provider, and dual-mode handsets are necessary 
wherever such systems exit. Relevant to radio hardware, EDGE standards are similar to GSM/GPRS standards, 
with only one noticeable difference, i.e., the linear modulation scheme of 8-PSK. The common TDD specifications 
and Tx/Rx bands imply the FE ASM and Rx filters can be shared between GSM and EDGE signals, however, the 
narrowband OPLL architecture and non-linear PA are unique to GSM transmitter, and EDGE radio requires a 
linear transmitter. Linear transmitter will be appropriately covered in the next section when CDMA radio is 
discussed. Currently, the most widely used solution for the GSM/EDGE transmitter is a hybrid of OPLL and direct 
up-conversion architectures. The GSM signal is still processed through the OPLL circuits bypassing the direct up-
conversion circuit, while the EDGE signal is processed through both circuits with the OPLL serving as a local 
oscillator in converting the baseband I/Q signals directly into RF signals. Such hybrid approach allows a common 
PA to be used for both GSM/GPRS and EDGE signals. In terms of RF FE hardware, EDGE radios add a 
companion IC for direct up-conversion to the existing ZIF transceiver containing the OPLL transmitter circuit. In 
addition, a Tx interstage filter is needed to filter out-of-band noises. 

C. CDMA/CDMA2000/WCDMA Radios 

After its initial success in the North American market and later in segmented markets in South America and Asia, 
CDMA technology is becoming the dominant technology in third generation (3G) standards with 3 variants: 1) 
CDMA2000, 2) WCDMA, and 3) TD-SCDMA. Except the nationalistic TD-SCDMA standards, the radio 
architectures and hardware implementation in RF FE are similar in all CDMA handset, which is depicted in Figure 
4. The major differences between GSM and CDMA handsets are two folds: 1) The frequency division duplexing 
(FDD) in CDMA requires a duplexer to provide a low-impedance path for the desired signal (Tx or Rx) while 
simultaneously attenuating the other signal separated by a frequency guard-band; and 2) The widely used OPLL 
Tx architecture in GSM is not suitable for linear modulations with amplitude modulated (AM) components, and 
broadband Tx architectures such as direct up-conversion or polar architecture has to be adopted, which requires 
filtering the Tx signal before the PA. Finally, it is more common to use chipset solution for separate transceiver 
functions than a single transceiver IC today, however, a single-chip transceiver will become more popular in the 
near future for the obvious reasons of implementation simplicity, size and costs. 



   

Figure 4. RF FE diagram of a CDMA handset. 

The evolution in duplexer technologies is much more lengthy and complicated than SAW filters. The whirlwinds of 
RF SAW’s miniaturized size and weight have swept the filter landscape clean of RF ceramic filters in the mid 90’s, 
while similar forces has only taken the SAW technologies halfway into the duplexer application in CDMA handsets. 
More specifically, although SAW duplexers dominate in 850-MHz (cellular) band, the 1900-MHz (PCS) band 
duplexers is dominated by the film bulk acoustic resonator (FBAR) technology. FBAR technology, or the bulk 
acoustic wave (BAW) technology in general, has advantages over SAW in three important areas: 1) higher 
resonator quality (Q) factor for better insertion loss and steeper filter roll-off, or the so-called skirt, 2) better 
thermal stability for relaxed temperature margins in the duplexer design, and 3) better power handling capabilities 
for passing amplified Tx signals. Furthermore, SAW technology is reaching it’s upper frequency limits in RF filter 
applications. As the frequency of SAW device is determined by the finger widths of its interdigit transducers, its 
insertion loss suffers as these fingers become narrower and thinner at higher frequencies. The upper frequency 
limit for low-loss RF SAW filter applications is probably around 2.0 to 2.5 GHz, which covers most wireless 
handset applications today, however, as mentioned earlier, the PCS duplexer presents great challenges to SAW 
manufacturers, and the upcoming WiMAX applications with frequencies in the range of 2 to 10 GHz are definitely 
beyond the scope of SAW. 

BAW devices come in two distinct flavors, they are: FBAR with suspended piezoelectric thin-film membrane, and 
solidly mounted resonator (SMR) technology with piezoelectric thin-film sitting on top of a multi-layered acoustic 
mirror. FBAR duplexer enjoys the first-mover advantages in the market places, however, it requires great 
attention in controlling the residual stress in the membrane after the suspended film is released. Both FBAR and 
SMR devices also require precise control of the crystalline structure in the thin-film as well as its thickness, which 
are mostly made of Aluminum Nitride (AlN) or Zinc Oxide (ZnO) materials. Finally, all SAW and BAW devices 
require hermetic packages to protect their active surface from particulate and condensate, which may adversely 
affect their frequency precision and performance in frequency selectivity. 

Hermetic packaging not only adds to the costs for these acoustic devices, it also prevents them from an easy 
integration path in RF FEM’s and transceiver IC as well. In RF FEM integration, SAW and BAW devices are first 
enclosed by a chip-scale package (CSP) with hermetic cavities before packaged again in the RF FEM package. 
Therefore, these devices will see at least three high-temperature environments during the manufacturing cycles of 
the phone boards, which are especially hostile to SAW devices due to their pyroelectric nature. The BAW 
processes are compatible to CMOS processes, which opens the door for transceiver SOC integration. Strictly 
speaking, the FBAR processes are of the MEMS varieties, and its transceiver SOC integration is feasible but may 
not be economical. Although SMR is the best candidate for future transceiver SOC integration, it still requires 
hermetic protection at the wafer level, or a micro-cavity, before it is packaged along with the transceiver IC. 

Moving on to the PAM for CDMA handsets, all CDMA standards adopt linear modulations with AM and phase 
modulated (PM) components. Unlike PM-only modulation as in GSM, designers of CDMA transmitters face 
difficult design trade-offs in linearity, complexities and PAE. Fortunately, CDMA PA’s are operated at about 6 dB 
lower than GSM ones, and linearity and complexities are of the primary concerns for signal fidelity and lower 
costs. Today most CDMA transmitters adopt the direct up-conversion architecture for its simplicity with PA 
operating at a “back-off” point from saturation for best linearity, while PAE is compromised. With more and more 
power-hungry applications added to the handsets such as MP3/4’s, mobile TV’s, and prolonged internet 
connection, there is no doubt that saving battery power has to become higher priority in the CDMA PAM design. 



To date, the best candidate for the high-efficiency as well as high-linearity performance is the so-called polar-loop 
architecture, where the amplitude and phase components of the modulated signal are processed separately. The 
PM components are amplified in a “non-linear PA”, which is operated at saturation point without loss of fidelity, 
while the AM components are processed and added back to the overall signal via the dynamic biasing voltages 
presented to the PA, which is proportional to the AM components of the original signal. For power control 
considerations, the polar loop is implemented with a feedback loop and power detection circuits at the output of 
the PAM. 

The PAM’s for CDMA handsets are noticeably smaller and simpler than GSM PAM’s due to the fact that most 
control, compensation and logic circuitries are not integrated into the PAM. Figure 5 shows a typical CDMA PAM 
with its functional blocks, which comprise a two-stage amplifiers, input/output matching circuits and biasing circuit. 
The CMDA PA’s are predominantly of the GaAs HBT varieties, and GaAs pHEMT running as a distinct second. 
The integration path for CDMA PAM’s will follow that of GSM PAM’s by incorporating the control, compensation 
and logic functions into the PAM. In the markets supporting dual-band CDMA system, dual-band CDMA PAM will 
become more common as well. Finally, as will be discussed later, future 3G handsets are inherently multi-band 
and multi-mode, which calls for a single-pole-multiple-throw RF FE switch, and pHEMT technology is the leading 
candidate to provide such challenging RF FE switching functions. pHEMT technology is appealing in that the 
power-amplifying and switching functions can be integrated onto a single RF IC along with the required control, 
compensation and logic functions using the emerging enhance/depletion (E/D) mode pHEMT technology. 

 

Figure 5. Block diagram of a CDMA PAM. 

To illustrate its complexities, Figure 6 shows the FR FE of a CDMA/CDMA2000 handset. It is noticed that the 
global positioning system (GPS) is becoming a standard feature for handset sold in the North American market, 
and a FE triplexing circuit or a SP3T switch is required. Using a triplexer has the advantage of receiving the GPS 
signals and simultaneously making a CDMA phone call, while the SP3T switch forbids such simultaneous 
operations. Like GSM radios, the RF FE of CDMA/CDMA2000/WCDMA handsets are moving to a higher level of 
integration with the following trends: 1) 2-in-1 filters puts two Rx or Tx filters into a single package; 2) 
PA/duplexer/Tx filter module incorporates the PAM, duplexer and Tx SAW filter into a single FEM; and 3) 
Triplexer/duplexer module incorporates the triplexer and duplxers into a single FEM. 

 

RF FE Engines for the Multi-Band, Multi-Mode Handsets 

As mentioned earlier, 3G handsets are inherently multi-band and multi-mode, and modular approaches in its RF 
FE is the only way to achieve the desired time-to-market for handset manufacturers. Figure 7 depicts the RF FE 
diagram of a WCDMA/GSM/GPRS handset, where all the blocks have been discussed in the previous sections 
except the SP7T switch. This new SP7T switch has very stringent requirements in linearity, insertion loss and 
power handling. The linearity requirement for conventional ASM used in GSM/GPRS handsets is much relaxed 
than CDMA/CDMA2000/EDGE/WCDMA handsets due to its constant-amplitude GMSK modulation. CDMA and 
all 3G radios adopt linear modulations with signals containing both AM and PM components, and linearity is 
essential to prevent cross modulations between these AM and PM components, otherwise, loss of digital data will 
be prevalent. In addition, this SP7T switch has to provide at least 3 low-loss ports for passing GSM/GPRS and 
WCDMA Tx signals. Several manufacturers are currently developing this SP7T switch using different technologies 
such GaAs E/D pHEMT, GaAs E/D JFET and UltraCMOS technologies, in the mean time, cascading SP4T 



switches or the combination of a diplexer and SP3T/SP4T switches serve as a interim solution. Finally, it is 
worthwhile to mention that single control line is required for the SP2T PIN diode switch such that only 2 control 
lines is needed for a SP4T PIN diode switch. This is not the case for transistor switches, where a control line is 
needed per “throw” of the switch, e.g., four control lines are needed for a SP4T transistor switch. To reduce the 
complexities between baseband IC and FEM, the control logics of transistor switches has to be simplified, and the 
GaAs E/D modes is an enabling technology for this advanced switching solution, where the depletion-mode 
switches and enhancement-mode logic circuits are integrated onto the same RF IC. 

 

Figure 6. RF FE diagram of a dual-band CDMA/CDMA2000 handset. 

 
 

Figure 7. RF FE diagram of a WCDMA/GSM/GPRS multi-mode handset. 



 As a 3G standard, CDMA2000 adopts evolutionary paths for improved high-speed data communications. 
CDMA2000 consists three evolutionary networks: 1xRTT (single carrier radio transmission technology), 1xEV-DO 
(1x revolution data optimized), and 1xEV-DV (1x revolution data & voice), which are also backward compatible 
with 2G CDMA/IS-95 networks. Since there is no added spectrum resource in CDMA2000 networks, further 
improvement in voice capacities and high-speed data traffic has to be accomplished via advanced radio hardware 
as well as software in both basestations and handsets. On the handset side, the most important development is 
the so-called “diversity receiver” technology, where a 2

nd
 independent receiver is added to counter the problems 

of multi-path fading for improving the sensitivity of the overall receiver. A typical CDMA2000 handset with diversity 
receiver is depicted in Figure 8. It should be noticed that there is no protection of a duplexer in the diversity path 
from the Tx blockers in the main path, and this job of added protection is partially fallen onto the Rx filters in the 
diversity path. 

 

Figure 8. RF FE diagram of a CDMA2000 handset with diversity receiver. 

3G cellular technologies are capable of delivering rich services in voice, audio, video and high-speed data 
communications. Handset manufacturers are facing ever-increasing complexities in hardware and software of 
application processors, and radio FE’s have also grown considerably as seen in Figures 7 and 8, not to mention 
the yet-to-be-implemented polar loop PA for extending battery life. The trends for handset manufacturers to focus 
more on developing application-oriented solutions in baseband processors will undoubtedly shift the development 
of radio FE solutions to RF FEM providers. Radio hardware is notoriously known for its long development cycle 
due to the coexistence of strong Tx and weak Rx signals spanning as high as 100 dB apart, i.e., 10 billions to one. 
Even in its highly modular forms, interactions and interferences between FE modules and other supporting circuits 
can still be overwhelming in the multi-modes and multi-bands configurations. The time-to-market of handsets can 
be greatly improved if the radio FE is provided in a single shielded package called “RF FE engine,” or RF FEE. 
For example, figures 9 and 10 illustrate, respectively, the RF FE engines of a quadruple-bands GSM/GPRS radio 
and a single-band CDMA/WCDMA/CDMA2000 radio. It is noticed that RF transceivers are not included in above 
mentioned RF FEE’s due not to technical reasons, but to the market reality of separate suppliers of transceiver 
and RF FEM, furthermore, RF transceiver IC’s are mostly provided with baseband IC’s in a chipset arrangement. 
Inclusion of RF transceiver in RF FEE will eventually come about for technical considerations of optimized RF 
performance and completely shielded circuits from outside interference. 

In conclusion, RF FE engines allow handset manufacturers to acquire fully debugged, trouble-free radio FE 
solutions for the emerging multi-bands and multi-modes handsets with greatly reduced time-to-market. Future 
handset manufacturers should be able to efficiently and quickly configure radio FE hardware similar to adding 



standardized components and features of personal computers, and the burden of designing radio FE’s will be 
shifted from handset manufacturers to RF FEM providers today. 

 

Figure 9. RF FE engine of a quadruple-bands GSM radio. 

 

 

Figure 10. RF FE engine of a single-band CDMA/WCDMA/CDMA2000 radio. 
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Abstract– Using flattened-SiO2/Cu-electrode/36∼48◦
LiTaO3 structure, small size (5×5mm2) surface acoustic
wave (SAW) duplexer with a good temperature coeffi-
cient of frequency (TCF) for US-PCS was realized by au-
thors. However, a smaller duplexer has been strongly re-
quired. Using flip-chip bonding process of SAW chips and
Rayleigh SAW propagating on the flattened-SiO2/Cu-
electrode/126∼128◦YX-LiNbO3, which has larger cou-
pling factor than above-mentioned substrate, a smaller
sized (3×2.5mm2) SAW duplexer with a good TCF has
been realized.

I. INTRODUCTION

To realize the SAW duplexer for US Personal Com-
munication Services (PCS), a SAW substrate having
a suitable electromechanical coupling factor, a good
temperature characteristic, and a large reflection co-
efficient is required. Authors have already realized
the 5.0×5.0×1.7mm3(5050) size SAW duplexer for US-
PCS with a good temperature coefficient of frequency
(TCF) by using the flattened-SiO2/Cu/36∼48◦YX-
LiTaO3(LT) structure, and this SAW duplexer is widely
used in a market[1][2]. The authors investigated further
miniaturizing to a 3.0×2.5×1.2mm3(3025) size duplexer
according to the market requirement.

As above-mentioned 5050 SAW duplexer are used
bonding wires to connect SAW chips with the pack-
age, it is effective to employ a flip-chip bonding tech-
nique to miniaturize duplexer. However, the bonding
wires in Tx filter of the SAW duplexer is operated to
expand its bandwidth as expansion inductors, but the
flip chip bonding can’t be operated as the expansion
inductor. And the 5050 sized duplexer uses the exter-
nal components for impedance matching on the printed
board but those external components cannot be used
in the case of 3025 size because these is no space. So,
in order to realize a 3025 sized US-PCS SAW duplexer,
the SAW substrate for Tx filter should have the elec-
tromechanical coupling factor of 1.2 times larger than
that of previously reported Tx filter of the 5050 size
duplexer. Although it is possible to enlarge a cou-
pling factor by thinning a thickness of SiO2 film from
the proper thickness to compensate the TCF, it intro-
duces degradation of the TCF. Then authors investi-
gated LiNbO3 (LN) substrate having larger coupling
factor than 36∼48◦YX-LiTaO3 instead of LiTaO3 of the
SiO2/Cu/36∼48◦YX-LiTaO3 structure. And this new

structure of the flattened-SiO2/Cu-electrode/LiNbO3

was applied to Tx filter of US-PCS SAW duplexer, then
smaller sized (3.0×2.5mm2) SAW duplexer with a good
TCF has been realized.

II. Rayleigh wave on SiO2/Cu/LiNbO3

structure

A. Calculation results

In order to realize a large coupling factor, authors
investigated a new structure of the flattened-SiO2/Cu-
electrode/LiNbO3 using LiNbO3 substrate instead of
previous reported LiTaO3 substrate[1]. The structure
of flattened-SiO2/Cu-electrode/substrate previously re-
ported by authors is shown in Figure 1. The SiO2 film
and Cu-electrode were composed in order to compensate
the TCF and realized the large reflection coefficient, re-
spectively.

Fig1. Flattened-SiO2/Cu/LiNbO3 structure.

The electromechanical coupling factors of Rayleigh
wave and leaky SAW (LSAW) on the SiO2/LiNbO3

structure are shown in Fig.2 as function of θ of Euler
angles (0◦, θ, 0◦). The theoretical results are calcu-
lated by the reference[2]. Figure 2 shows results of the
SiO2 film of thickness 0, 0.2λ, 0.3λ and 0.4λ, where λ
is a wavelength of SAW. In the case of SiO2 thickness
of 0.3λ , the results of Cu film of 0.05λ is also shown.
It is clarified that the coupling factor of Rayleigh wave
becomes maximum when θ is about 38◦（it is called as
128◦ rotated Y cut） and then that of LSAW becomes
minimum. The maximum coupling factor at the SiO2

thickness of 0.3λ, Cu electrode one of 0.05λ, and θ=38◦

is about 1.2 times larger than that of LSAW on the
previously reported SiO2/Cu/36∼48◦YX-LiTaO3 struc-
ture[1]. The reflection coefficient of Rayleigh wave on
the generally used Al-electrode/128◦YX-LiNbO3 struc-
ture is not large enough to be applied to a resonator
with grating reflectors. So, Wen et al reported that



Fig2. Coupling factor of Rayleigh SAW and LSAW on
SiO2/LiNbO3 or SiO2/Cu/LiNbO3 as a function of θ at (0◦, θ,
0◦).

Fig3. Reflection coefficient of SiO2/IDT/128◦YX-LiNbO3 on
IDT-thickness.

large reflection coefficient is obtained by substituting
Al-electrode to Cu-electrode[4]. But there were not
reported SiO2/Cu/128

◦YX-LiNbO3 structure and its
TCF.

Figure 3 shows the reflection coefficient at a finger
electrode on Rayleigh wave on the surface flattened-SiO2

structure and not flattened one as the function of thick-
ness of Cu and Al electrodes at the SiO2 thickness of
0.3λ. The Finite Element Method (FEM) was used in
the calculation. The reflection coefficient at the Al elec-
trode of Rayleigh wave is too small to be applied to
resonator devices whether the surface of an SiO2 film is
flattened or not. On the other hand, the reflection coeffi-
cient at the Cu-electrode in the case of a flattened-SiO2

surface is significantly larger than that of a not flat-
tened one. This phenomenon has the opposite tendency
to that of the SiO2/Cu-electrode/36∼48◦ ＹＸ-LiTaO3

structure applied to the 5050 sized duplexer[1]. That
is, the reflection coefficient of the flattened-SiO2/Cu-
electrode/36∼48◦ ＹＸ-LiTaO3 is smaller than that of
non-flattened one. These results means that flatten-
ing of the SiO2 surface is effective to obtain a suf-
ficient reflection coefficient of Rayleigh wave on the
SiO2/Cu/120∼128◦YX-LiNbO3 structure. It is clarified

that the Cu-electrode thickness should be thicker than
0.03λ in order to obtain sufficient reflection coefficient
and low resistivity.

B. Application to a one-port resonator

Figure 4 shows the frequency responses of the one port
resonators of the previously reported SiO2/Cu-electrode
/36∼48◦YX-LiTaO3 structure and above-mentioned
newly developed SiO2/Cu-electrode/128

◦YX-LiNbO3

one. The wavelength of either resonator is 1.9µm, the
number of IDT pairs is 120, the aperture is 32µm, the
Cu-electrode thickness is 0.03λ, the SiO2 film thickness
is 0.3λ, and metalization ratio of fingers is 0.5. In the
figure, the frequency is normalized by each resonant fre-
quency.

Fig4. Frequency responses of resonators composed of conventional
and newly developed structures.

Table I shows the Q values at the resonant frequency
and anti-resonant frequency, the relative bandwidth nor-
malized by the resonant frequency, and the TCF of the
anti-resonant frequency of each resonator. The cou-
pling factor, which is relative to the bandwidth, of
the newly developed Rayleigh wave on the flattened-
SiO2/Cu-electrode/128

◦YX-LiNbO3 structure is 25%
larger than the SiO2/Cu/36∼48◦YX-LiTaO3 structure
without degradation of the Q value and TCF, though
a spurious response is generated at a little higher fre-
quency than the anti-resonant frequency as shown in
Fig.4. This spurious response is due to a LSAW.

Figure 5 shows the frequency responses of a one-port
resonator on 120◦, 124◦, and 128◦YX- LiNbO3 with
SiO2 film and Cu-electrode. The Cu-electrode thick-
ness is 0.03λ, the SiO2 thickness is 0.3λ, and the met-
alization ratio is 0.5. In Fig.5, the spurious responses

Table I
SAW resonator properties of SiO2/Cu/LiTaO3 and

SiO2/Cu/LiNbO3 structures.

substrate Qr Qa Band width TCF(fa)
(fa-fr)/fr (ppm/◦C)

SiO2/Cu/36-48◦YX-LT 320 1080 0.0226 -8
SiO2/Cu/128◦YX-LN 320 1070 0.0281 -7



of the LSAW are observed on a rotated cut angle of
the LiNbO3 substrate. In addition to the cut angle,
the spurious response also depends on the thickness of
Cu-electrode and SiO2 film. It is confirmed that the
spurious response would be able to be eliminated by op-
timizing a cut angle according to the design parameters
such as a Cu-electrode thickness, a metalization ratio,
and an SiO2 film thickness.

Fig5. Frequency responses of resonators on SiO2/Cu/120∼128◦
YX-LiNbO3.

III. Applying to a US-PCS duplexer

The newly developed flattened-SiO2/Cu/120∼128◦
YX-LiNbO3 structure was applied to the Tx filter of
the 3025 sized US-PCS SAW duplexer. The Tx filter
of the duplexer is ladder type consisting of three series
resonators and three parallel resonators, while the 5050
sized duplexer has two parallel resonators. The Rx filter
used a SiO2/Cu-electrode/36∼48◦YX-LiTaO3 structure
as same as the previous report[1]. Both SAW chips of
Tx and Rx filters are connected to the package by a flip
chip bonding technique.

Figure 6 shows the frequency response between the Tx
filters of the newly developed 3025 sized duplexer and
the previously reported 5050 sized one. The improve-
ment of the insertion loss of 0.2dB is realized compared
with the previous 5050 sized duplexer.

Figure 7 shows response in wide range of frequency
(0 to 6GHz) of the Tx filters of the newly developed
3025 sized duplexer and the previously reported 5050
sized one. In addition to the improvement of the in-
sertion loss, the improvement of the attenuation in the
frequency range of 2.4GHz to 6GHz is realized by em-
ploying above-mentioned third parallel resonator.

Figure 8 shows the frequency responses at -30◦C,
25◦C, and 85◦C of the Tx filter. The temperature co-
efficient of frequency of higher side slope of the filter
is -10∼-15ppm/◦C as same as the previous Tx filter of
5050 duplexer. As the results, it is realized that the
maximum insertion loss of Tx band (1850∼1910MHz)
is 3.4dB and that the minimum attenuation of Rx band
(1930∼1990MHz) in 43dB in the temperature full range
from -35◦C to 85◦C. And it is also confirmed that the

newly developed duplexer can satisfy enough power han-
dling capability and long term reliability required for a
duplexer.

Fig6. Tx filter responses of conventional (dashed line) and newly
developed (solid line) duplexers.

Fig7. Tx filter wide range spurious responses of conventional
(dashed line) and newly developed (solid line) duplexers

Fig8. Tx filter responses of newly developed duplexers at -30◦C,
25◦C and 85◦C （with the loss of the measurement kit, about
0.2dB）



IV. Conclusion

The one port resonator with 25% wider bandwidth
and without degradation of the Q values and TCF has
been realized by using Rayleigh wave on the newly
developed flattened-SiO2/Cu-electrode/120∼128◦YX-
LiNbO3 structure, compared with that of the previously
reported the flattened-SiO2/Cu-electrode/36∼48◦YX-
LiTaO3 structure. These new resonators are applied
to the Tx filter of SAW duplexer for US-PCS and the
Rx filter is composed of previously reported flattend-
SiO2/Cu-electrode/36∼48◦YX-LiTaO3. In the addition
to them, by using flip chip bonding, authors have re-
alized significantly miniaturizing of US-PCS SAW du-
plexer from 5×5×1.7mm3 to 3.0×2.5×1.2mm3. The Tx
filter with lover insertion loss and the lager attenuation
in the range from 2.4GHz to 6GHz and the same TCF
value of -10 to -15ppm/◦C has been realized compared
with the previous developed 5050 size duplexer.
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Abstract—Next generation wireless broadband systems should 
use higher carrier frequencies, and thus RF devices operating 
in the super high-frequency (SHF) band have become 
increasingly important. A novel piezoelectric Lamb wave 
(PLW) resonator composed of a Mo/AlN/Mo composite 
membrane is described for applications in the SHF band. We 
numerically and experimentally investigated the 
characteristics of PLWs propagating in the composite 
membrane. In both simulation and fabrication results, we 
found that a PLW with a phase velocity exceeding 25,000 m/s 
can be excited in the membrane. These results indicate that the 
membrane is suitable for PLW resonators in the SHF band. 

I. INTRODUCTION 
Mobile broadband systems have been rapidly developed 

to enable Internet-access and multimedia- and data-based 
services as fast as those provided by wire communication 
technologies. Carrier frequencies of future systems such as 
mobile WiMAX and IMT-advanced systems (4G) should be 
in the super high-frequency (SHF) band, and thus RF devices 
operating in the SHF band have attracted much interest. 
Surface acoustic wave (SAW) resonators in RF circuits of 
conventional mobile terminals have been widely used 
because of their small size and high quality factor [1]. The 
resonant frequency of SAW resonators is uniquely 
determined from the wavelength and acoustic velocity. A 
short wavelength and/or high acoustic velocity are necessary 
to obtain high frequency SAW resonators. The excitation of 
short-wavelength SAWs requires a finely fabricated 
interdigital transducer (IDT), which results in an increase in 
the manufacturing cost. On the other hand, the SAW velocity 
is dependent on the materials and the cut angles of the 
substrates and the wave modes. Various attempts have been 
made to obtain a high-velocity SAW [2]-[7]. The highest 
SAW velocity reported up to now is approximately 10,000 
m/s, and it was obtained using a layered structure with a 
diamond film [5]. However, SAW resonators operating in 
the SHF band require a higher acoustic velocity. 

RF resonators using piezoelectric Lamb waves (PLWs) 
have a great potential for application in the SHF band 
because PLWs propagating in thin plates with a thickness 
comparable to the wavelength have a velocity that exceeds 
that of SAWs. Pioneering research on RF resonators based 
on PLWs has been conducted [8], [9]. Nakagawa et al. 
reported a PLW resonator that uses an AT cut quartz 
substrate and showed that their resonator obtained a 
frequency approximately three times higher than that of an 
SAW resonator when using the same substrate [8]. Bjurström 
et al. reported a PLW resonator that consisted of a sputter-
deposited AlN piezoelectric film and Al electrodes [9]. Their 
resonator was fabricated with a freestanding AlN membrane 
using micromachining technology. However, to extend the 
operating frequency of PLW resonators to the SHF band, we 
need to investigate the propagation characteristics of PLW 
modes that have a higher velocity. 

We suggested a novel PLW resonator composed of a 
Mo/AlN/Mo composite membrane for application in the 
SHF band [10]. Using simulated and experimental methods, 
we investigated the PLW characteristics propagating in the 
composite membrane for resonators operating in the SHF 
band. We obtained the impedance of a fabricated PLW 
resonator with a resonant frequency of 3.128 GHz and a 
relative bandwidth of 0.60%. The results indicate that the 
phase velocity of the excited PLW mode was as high as 
25024 m/s. 

II. SIMULATION 
We used a finite element method (FEM) simulation to 

examine the characteristics of the PLWs propagating in the 
Mo/AlN/Mo composite membrane. 

A.  Mo/AlN/Mo Composite Membrane  Model 
Figure 1 shows the composite membrane model for our 

FEM simulation. The membrane consists of an AlN layer, an 
IDT in the middle plane of the AlN layer, and top and 
bottom Mo layers. The polarization direction of the AlN 
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Fig. 1. Mo/AlN/Mo composite membrane model for 
FEM simulation.
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Fig. 1. Mo/AlN/Mo composite membrane model for 
FEM simulation.

layer is the same as the z-axis direction. The top and bottom 
Mo layers enhance the electromechanical coupling by 
directing the electric field in the same direction as the 
polarization. The top and bottom surfaces of the membrane 
are stress-free boundary conditions. The IDT fingers 
periodically arrange toward the x-axis direction and 
alternatively are applied positive and negative voltages. In 
Fig. 1, l is the line width of the IDT fingers, s is the space 
between adjacent fingers, hAlN is half of the AlN layer’s 
thickness, and hMo is the Mo layer’s thickness. The top and 
bottom Mo layers have the same thickness in this model. We 
assumed that the model had an infinitely thin IDT. The 
IDT’s period, 2l+2s, equals the excited piezoelectric Lamb 
wavelength, λ0. Therefore the normalized thickness of the 
composite membrane is defined as h/λ0, where h = 
2hAlN+2hMo and λ0 = 2l+2s. 

A two-dimensional model in the zx plane was used in the 
FEM simulation because the dimension along the y-axis 
direction is far larger than that along the z- and x-axis 
directions. A pair of IDT fingers was under periodic 
boundary conditions in the x-axis direction. The AlN 
material constants used in the simulation were those reported 
by Tsubouchi and Mikoshiba [3]. 

B. FEM Simulation Results 
The FEM simulation estimated PLW modes with a high 

phase velocity and a large relative bandwidth excited in the 
composite membrane. The relative bandwidth is defined by 
(fa-fr)/fa, where fr and fa are the resonant and anti-resonant 
frequencies. Figures 2(a) and 2(b) show the particle motions 
of the estimated PLW modes (L1 and L2) with good 
electromechanical coupling. The vector base and direction 
shown in Figs. 2(a) and 2(b) represent the maximum point 
and the direction of the particle displacement. For both L1 
and L2, the displacement components in the x- and z-axis 
directions were asymmetric and symmetric. Symmetric 
modes were not excited in the composite membrane because 
the polarization direction of the AlN layer is asymmetric 
with respect to the middle plane of the membrane. 
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Fig. 2.   Particle motions of PLW mode L1 (a) and 
mode L2 (b) estimated using FEM simulation.
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Fig. 2.   Particle motions of PLW mode L1 (a) and 
mode L2 (b) estimated using FEM simulation.

 
Figures 3(a) and 3(b) show the estimated dispersion 

curves and bandwidths of L1 and L2 propagating in the 
membrane when the top and the bottom Mo layers were 
infinitely thin. Figure 3(a) shows that the phase velocities of 
L1 and L2 increase steeply when h/λ0 decreases. As shown in 
Fig. 3(b), L1 and L2 obtained maximum bandwidths of 1.47% 
and 0.57% at an h/λ0 of 0.5. When L1 and L2 reached the 
maximum bandwidth, their phase velocities were 11,446 m/s 
and 18,893 m/s. 

Figures 4(a) and 4(b) show the estimated dispersion 
curves and bandwidths of L1 and L2 propagating in the 
composite membrane when the ratio of hMo to hAlN was 0.2. 
The reason for L2 being absent at an h/λ0 of 0.1, as shown in 
Figs. 4(a) and 4(b), is that the bandwidth of L2 at an h/λ0 of 
0.1 was below 0.05%, and we opted to exclude modes with a 
bandwidth below 0.05% in this study. The phase velocities 
of L1 and L2 shown in Fig. 4(a) are lower than those shown in 
Fig 3(a) because the model shown in Fig. 4(a) contained Mo 
layers with finite thickness. The maximum bandwidths of L1 
and L2 were 0.89% and 1.38% at an h/λ0 of 0.5, as shown in 
Fig. 4(b). When L1 and L2 reached the maximum bandwidth, 
their phase velocities were 8,870 m/s and 15,539 m/s. By 
comparing the results shown in Figs. 3(b) and 4(b), we found 
that when the Mo layers have a finite thickness, the 
bandwidth of L1 decreases, and the bandwidth of L2 increases. 
When heavy metals were put at the maximum displacement 
point, the bandwidth increased due to the mass loading effect. 
On the other hand, when metals were put at the maximum 
stress point, the bandwidth decreased due to a lowering of 
the piezoelectric efficiency. Therefore, the increased L2 



0
10,000
20,000
30,000
40,000
50,000
60,000
70,000
80,000
90,000

100,000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

h /λ 0

Ph
as

e 
ve

lo
ci

ty
 (m

/s)
_ L1

L2

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

h /λ 0

B
an

dw
id

th
 (%

)_

L1
L2

Fig. 3.   Estimated dispersion curve (a) and bandwidth 
(b) of L1 and L2 propagating in composite membrane, 
where hMo=0.

(a)

(b)

1.0

1.0
0

10,000
20,000
30,000
40,000
50,000
60,000
70,000
80,000
90,000

100,000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

h /λ 0

Ph
as

e 
ve

lo
ci

ty
 (m

/s)
_ L1

L2

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

h /λ 0

B
an

dw
id

th
 (%

)_

L1
L2

Fig. 3.   Estimated dispersion curve (a) and bandwidth 
(b) of L1 and L2 propagating in composite membrane, 
where hMo=0.

(a)

(b)

1.0

1.0

bandwidth can be attributed to the mass loading effect of Mo. 
However, the maximum displacement and stress points for 
L1 were concentrated on the top and bottom surfaces of the 
composite membrane, as shown in Fig 2(a). We believe that 
the lowering of piezoelectric efficiency is more influential 
than the mass loading effect for L1 when the surfaces are 
covered with a thick Mo layer. 

To achieve high velocity PLW excitation with 
bandwidths greater than 1.0% for applications in the SHF 
band, we need an L2 around an h/λ0 of 0.3 to get acceptable 
performance, as shown in Figs. 4(a) and 4(b). L2 obtained a 
phase velocity of 25,741 m/s and a bandwidth of 1.18% at an 
h/λ0 of 0.3. 

III. FABRICATION 
To support the simulation results, we fabricated 

composite membrane PLW resonators, as shown in Figs. 
5(a) and 5(b). A 76-mm-diameter (100) silicon wafer was 
used as the substrate. The AlN and the Mo layers were 
deposited by RF and DC magnetron sputtering. The AlN 
layers were grown with a highly c-axis-preferred orientation 
normal to the surface of the substrate. An air gap was formed 
underneath the composite membrane to prevent acoustic 
energy leakage to the substrate. 
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Fig. 4.   Estimated dispersion curve (a) and bandwidth 
(b) of L1 and L2 propagating in composite membrane 
where hMo/hAlN=0.2.
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The fabricated PLW resonators had an IDT with 12.5 pairs 
of fingers. Four PLW resonators with IDTs of different 
periods (6.2, 8.0, 9.6, and 12.0 µm) were fabricated, and the l 
and s were the same for each IDT. Figure 5(a) shows the 
PLW resonators with the IDT period of 6.2 µm. As shown in 
Fig. 5(b), an hAlN of 1.0 µm, an hMo of 0.2 µm and an IDT 
thickness of 0.2 µm were used in each resonator, and an h of 
2.4 µm was assumed when the IDT thickness was not taken 
into consideration. Therefore, the h/λ0 of the fabricated PLW 
resonators were 0.375, 0.300, 0.250, and 0.200. An 
underlayer was inserted beneath the bottom Mo layer to 
enhance the crystalline quality of the composite membrane 
[11].  

 Figure 6 shows X-ray diffraction (XRD) patterns (θ-2θ 
scan) of a fabricated PLW resonator. Diffraction peaks 
indicating AlN(0002)- and Mo(110)-preferred orientations 
were detected. The full width at half maximum of the 
AlN(0002) and Mo(110) rocking curves were as good as 1.5 
degree and 2.5 degrees, respectively. 

IV. RESULTS AND DISCUSSION 
The composite membrane PLW resonators were 

measured in S parameters using a network analyzer and a 
wafer probe, and then the impedances of the resonators were 
calculated from the S parameters. Figures 7(a) and 7(b) show 
the impedance of the composite membrane PLW resonator 
with an h/λ0 of 0.300. In Fig. 7(a), two PLW modes have a 
large relative bandwidth at 1.420 GHz and 3.128 GHz, 
respectively. The phase velocities of these modes of the 
resonant frequencies at 1.420 GHz and 3.128 GHz were 
estimated to be 11,360 m/s and 25,024 m/s, which 
correspond with those of L1 and L2 derived during the FEM 
simulation. In Fig. 7(a), we noticed that L2 has prominently 
good electromechanical coupling that is consistent with the 
simulation results, indicating great potential for use with RF 
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Fig. 6.   XRD pattern of Mo/AlN/Mo composite 
membrane deposited on Si(100) substrate.
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membrane deposited on Si(100) substrate.

A
lN

(0
00

2)

M
o(

11
0)

Si
(1

00
)

100

1,000

10,000

0 2 4 6 8

Frequency (GHz)

|Z
| (Ω

)

0
100
200
300
400
500
600
700
800

2.9 3.0 3.1 3.2 3.3

Frequency (GHz)

|Z
| (Ω

)

Fig. 7.   Impedance of fabricated composite membrane 
PLW resonator with h/λ0 of 0.3, measured wide 
frequency range from 0.05 to 8.0 GHz (a), and narrow 
frequency range from 2.9 to 3.3 GHz (b).
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(a)

(b)

L1 L2

100

1,000

10,000

0 2 4 6 8

Frequency (GHz)

|Z
| (Ω

)

0
100
200
300
400
500
600
700
800

2.9 3.0 3.1 3.2 3.3

Frequency (GHz)

|Z
| (Ω

)

Fig. 7.   Impedance of fabricated composite membrane 
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frequency range from 0.05 to 8.0 GHz (a), and narrow 
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resonators. In Fig. 7(b), the measured bandwidth of L2 is 
0.60%, which is about half of the simulated value. The 
decrease in bandwidth is may be caused by imperfections in 
the crystal quality of the AlN layers. We assumed that the 
AlN layers were a single crystal in the FEM simulation. 
However, sputter-deposited AlN layers contain grain 
structures, and hence, they may cause deterioration in the 
electromechanical coupling. 

The quality factor of the PLW resonator was derived 
from the impedance [7]. For a PLW resonator with an h/λ0 of 
0.300, as shown in Fig. 7(b), the quality factors at the 
resonant and antiresonant frequency were 408 and 107. The 
energy loss of our PLW resonator may be due to sub-optimal 
components such as incorrect sized IDTs and the absence of 
acoustic reflectors. 

It should be noted that a fabricated PLW resonator with 
an h/λ0 of 0.300 had an IDT period as large as 8.0 µm. 
Therefore, the results shown in Fig. 7(b) indicate that a high 
operating frequency above 3 GHz is achievable despite a 
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large IDT period, such as 8.0 µm, by using the composite 
membrane PLW resonator. 

Figure 8 shows the relationship between the phase 
velocities and h/λ0 in which the solid circles and line indicate 
the phase velocities obtained using the fabricated PLW 
resonators and simulated results. The measured phase 
velocity had good agreement with the simulated phase 
velocity, as shown in Fig. 8. In the simulation, the IDT 
thickness was assumed to be infinitely thin, as mentioned 
previously. The smaller the h/λ0 is, the more the IDT 
thickness influences the propagation characteristics of PLWs. 
Therefore, as the h/λ0 decreased, the differences between the 
measured and simulated phase velocities increased, as shown 
in Fig. 8. 

The measured and simulated results obtained in this 
study demonstrate that the composite membrane structure is 
suitable for an exciting high velocity PLW with a large 
bandwidth and has great potential for use with RF resonators 
in the SHF band. 

V. SUMMARY 
We examined the PLW characteristics propagating in a 

novel composite membrane structure for RF resonators 
operating in the GHz range. The simulated results show that 
a PLW with a high phase velocity of 25,741 m/s, which is 
2.5 times larger than the highest SAW velocity [5], and a 
relative bandwidth of 1.18% can be excited in a composite 
membrane structure. The simulated results were supported 
experimentally. We fabricated composite membrane PLW 
resonators and demonstrated that the phase velocity of the 

excited PLW mode was as high as 25,024 m/s and that the 
relative bandwidth was 0.60%. These results show the 
potential use of the composite membrane PLW resonators in 
applications that operate at higher GHz ranges. 

ACKNOWLEDGMENTS 
We are grateful to Professor Mitsutaka Hikita of 

Kogakuin University and Associate Professor Koji 
Hasegawa of Muroran Institute of Technology for their 
helpful advice. 

REFERENCES 
[1] M. Hikita, Y. Ishida, T. Tabuchi and K. Kurosawa, “Miniature SAW 

antenna duplexer for 800-MHz portable telephone used in cellular 
systems”, IEEE Trans. Microwave Theory Tech., vol. MTT-36, pp. 
1047-1056, 1988.  

[2] J. H. Collins, P. J. Hagon and G. R. Pullian, “Evaluation of new 
single crystal piezoelectric materials for surface acoustic-wave 
applications”, Ultrasonics, vol. 8, pp. 218-226, 1970. 

[3] K. Tsubouchi and N. Mikoshiba, “Zero-temperature-coefficient SAW 
devices on AlN epitaxial films”, IEEE Trans. Sonics Ultrason., vol 32, 
pp. 634-644, 1985. 

[4] K. Yamanouchi, N. Sakurai and T. Satoh, “SAW propagation 
characteristics and fabrication technology of piezoelectric thin 
film/diamond structure”, Proc. IEEE Ultrason. Symp., 1989, p. 351-
354. 

[5] H. Nakahata, H. Kitabayashi, T. Uemura, A. Hachigo, K. Higaki, S. 
Fujii, Y. Seki, K. Yoshida and S. Shikata, “Study on surface acoustic 
wave characteristics of SiO2/Interdigital-transducer/ZnO/diamond 
structure and fabrication of 2.5 GHz narrow band filter”, Jpn. J. Appl. 
Phys., vol 37, pp. 2918-2922, 1998. 

[6] T. Sato and H. Abe, “Propagation properties of longitudinal leaky 
surface waves on lithium tetraborate”, IEEE Trans. Ultrason., 
Ferroelect., Freq. Contr., vol. 45, pp. 136-151, 1998. 

[7] A. Isobe, M. Hikita and K. Asai, “Q values of longitudinal leaky 
SAWs propagating on rotated Y-cut LN substrates along the 
perpendicular to the x axis”, IEEE Trans. Ultrason., Ferroelect., Freq. 
Contr., vol 52, pp. 1812-1816, 2005. 

[8] Y. Nakagawa, S. Tanaka and S. Kakio, “Lamb-wave-type high 
frequency resonator”, Jpn. J. Appl. Phys., vol. 42, pp. 3086-3090, 
2003 

[9] J. Bjurström, I. Katardjiev and V. Yantchev, “Lateral-field-excited 
thin-film Lamb wave resonator”, Appl. Phys. Lett., vol. 86, p. 154103. 
2005. 

[10] H. Matsumoto, A. Isobe and K. Asai, “Multilayer Film Piezoelectric 
Lamb Wave Resonator for Several GHz Applications”, Proc. IEEE 
Freq. Contr. Symp., 2006, pp. 797-800. 

[11] H. Matsumoto, K. Asai, N. Kobayashi, S. Nagashima, A. Isobe, N. 
Shibagaki and M. Hikita, “Influence of underlayer materials on 
preferred orientations of sputter-deposited AlN/Mo bilayers for film 
bulk acoustic wave resonators”, Jpn. J. Appl. Phys., vol. 43, pp. 8219-
8222. 2004. 

 

 



A Study on MOS Temperature Compensated
Crystal Oscillator

Takehiko Adachi
Department of Electrical and Computer Engineering

Faculty of Engineering
Yokohama National University

Yokohama, Japan 240-8501
Email: ada@ynu.ac.jp

Abstract— The ”Temperature Compensated Crystal Oscillator
(TCXO)” is widely used as a stable frequency source of a mobile
communication equipment. Demand for low-power operation of
TCXOs stimulates the development of fully integrated CMOS
analog TCXOs. A TCXO is composed of a voltage controlled
crystal oscillator and a temperature characteristics compensation
circuit. We have proposed a new CMOS temperature character-
istics compensation circuit for TCXO. The proposed circuit is
composed of a new temperature sensor and a new compensation
function generator. The performance of the proposed sensor and
compensation function generator are evaluated by simulation.
The sensor shows the sensitivity of 1.17mV/˚C and nonlinearity
less than 0.4% for the temperature range between -30˚C ∼
80˚C. And the total performance of TCXO is estimated. The
compensated frequency deviation is within ± 0.5ppm and the
total DC consumption current is under 1.0mA.

I. INTRODUCTION

The ”Temperature Compensated Crystal Oscillator(TCXO)”
is widely used as a stable frequency source of a mobile
communication equipment. A variety of TCXOs have been
developed since 1956 when the first idea of TCXO is pub-
lished. TCXOs can be classified by the compensation method
of frequency-temperature characteristics of a crystal oscilla-
tor: analog TCXO and digital TCXO. The analog TCXO
is classified into direct analog TCXO and indirect analog
TCXO. The direct analog TCXO compensates the frequency-
temperature characteristics by using the temperature depen-
dence of a load capacitance circuit of the oscillator[1]. The
load capacitance circuit is composed of capacitors, resistors
and thermisters. The indirect analog TCXO is composed
of a temperature sensor, a compensation function generator,
and a voltage controlled crystal oscillator[2]. The VCXO is
controlled by the analog compensation voltage generated by
the compensation function generator[3][4]. The analog TCXOs
have been widely used because of their superiority in phase
noise. The digital TCXOs were developed by responding to the
needs of high precision temperature compensation[5][6][7].
Further improvements of digital TCXOs are under study,
e.g. a TCXO using SC-cut oscillator [9][10]. Until the end
of the 20th century, most of TCXOs are made by bipolar
transistors because of their low noise property. But in the
early 21st century, a fully integrated CMOS analog TCXO
was developed to meet the demands for low power and low

noise operation [11]. In these days, there is the demand for
further improvement of TCXOs.

In this paper, we have proposed a new MOS TCXO. A new
temperature sensor and compensation function generator have
been introduced in the proposed TCXO. The performance of
the proposed TCXO has been tested by simulation.

II. CIRCUIT STRUCTURE

Fig 1 shows a block diagram of a TCXO. A TCXO is
composed of a compensation function generator and a voltage
controlled crystal oscillator. Usually, a VCXO uses a AT-cut
crystal resonator and its temperature dependence of frequency
is a cubic function of temperature. Therefore, a compensation
function generator is composed of a temperature sensor and
a cubic function generator. In this section, the structure and
property of each block are explained in detail, placing an em-
phasis on the temperature sensor and compensation function
generator.

Compensation Function Generator

VCXO
Temperature

Sensor Generator

 Cubic Function

Fig. 1. Block Diagram of TCXO.

A. Temperature sensor circuit

In CMOS integrated circuits, there are a several temperature
dependent characteristics which can be used for temperature
sensors. Most commonly used ones are the bias current of a
substrate bipolar transistor and the threshold voltage of a MOS
transistor. Recently, a current source type temperature sensor
was developed using the temperature dependence of threshold
voltage [12][13]. We have introduced the new structure of
a temperature sensor. Fig. 2 shows the temperature sensor
circuit. The temperature sensor core is the voltage source
consisted of MOS FET Mn4 and Mn5. The voltage Vre f (=
R2Ire f ) is the reference voltage for the sensor core and is made
by the bootstrap reference source[13][14] indicated by dotted
line. The reference voltage Vre f is independent of power supply



voltage variation. The principle of operation is outlined in the
following paragraphs.

All MOS transistors are supposed to be operating in the
saturation region. The channel-length modulation effect is
assumed to be negligible. The drain currents of Mn4 and Mn5
are given as follows;

ID4 = K0S4(VGS4 −Vtn)2 (1)

ID5 = K0S5(VGS5 −Vtn)2 (2)

where K0 =
µCox

2
, µ is the surface mobility, Cox is capacitance

per unit area of the gate oxide, and Vtn is the threshold voltage
of n-channel MOS FET.

Sn4 =
W4

L4
(3)

Sn5 =
W5

L5
(4)

where L4 and L5 are the channel length of Mn4 and Mn5 and
W4 and W5 are the channel widths.

The currents ID4 and ID5 are equal because the gate current
of Mn4 and Mn5 are negligibly small and the reference current
Ire f fed from Mp3 is drawn into Mn5. Using the relations Vout =
VGS4 and VGS5 = Vre f and equate Equation (1) and (2), the
output voltage of the sensor is expressed by the following
equation.

Vout =

(
1−
√

Sn5

Sn4

)
Vtn +

√
Sn5

Sn4
Vre f (5)

where, the temperature dependence of the threshold voltage
Vtn is expressed by the following equation.

Vtn(T ) = Vtn(T0)−α(T −T0) (6)

where T0 denotes the reference temperature and α denotes the
temperature coefficient of Vtn.

Therefore, the output voltage Vout is rewritten as

Vout = α(
√

n−1)T − (
√

n−1){Vtn(T0)+ αT0}
+

√
nVre f (7)

The output voltage Vout varies linearly according to the
temperature change. The sensitivity of Vout to the temperature
is shown to be

SVout
T =

dVout

dT
= α(

√
n−1) (8)

where n =
Sn5

Sn4
.

The reference current Ire f is expressed as follows,

Ire f =
Vtn

R1
+

1
βn1R1

2 +
1

R1

√
2Vtn

βn1R1
+

1

βn1
2R1

2
(9)

where, βn1 = K0Sn1 ，Sn1 = W1/L1．
The fact that drain current of MOS FET is constant against

temperature variation at the specific point on gate-voltage
to gate-current characteristics is known generally. Then the
reference voltage Vre f can be made constant against temper-
ature and power supply voltage variation, when the reference
current Ire f is set to this value. And the output voltage of
the sensor varies only proportional to the temperature change,
independent of power supply voltage.

Simulation has been made by the circuit parameters of
Table I. These parameters are determined to get the sensitivity
2mV/ C̊ at T0 = 25 C̊for the temperature range −30 C̊ ∼
+80 C̊. The power supply voltage VCC is 3.3V. Fig. 3 shows
the temperature dependence of the output voltage of the sensor.
This sensor can operate for the power supply voltage above
2.6V. Obtained sensitivity is 1.17mV/ C̊ and the nonlinearity
is less than 0.4%. The obtained performances are sufficient for
the application to TCXO. This sensor can be used for other
applications.
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Fig. 2. Temperature sensor.

TABLE I
CIRCUIT PARAMETER OF TEMPERATURE SENSOR.

Parameter Value
Mn1,Mn2,Mn3 W/L 50µm/10µm
Mp1,Mp2,Mp3 W/L 50µ/10µm

Mn4 W/L 10µm/2µm
Mn5 W/L 132µm/2µm

R1 53kΩ
R2 43kΩ

B. Compensation function generator circuit

Fig. 4 shows the compensation function generator. The
compensation function is the sum of a cubic and a linear
function of temperature. The sensor output voltage is applied
to the multiplier MUL1 and the MUL1 generates the square
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TABLE II
PERFORMANCE OF TEMPERATURE SENSOR.

Parameter Value
Temperature range -30 C̊～80 C̊

Sensitivity 1.17 mV/ C̊
Nonlinearity ≤ 0.4%
DC current 104µA

function of temperature. The output of MUL1 and sensor
output is applied to the second multiplier MUL2 and the
MUL2 generates the cubic function of temperature. The analog
adder sums the sensor output and the MUL2 output. Gilbert
cells depicted in Fig. 5 are used as the multipliers.

XV T
2

Temperature

sensor

+

T
3

T

Vout

MUL1
YV

XV

YV
MUL2

Fig. 4. Compensation function generator.

Simulation has been made using W/L = 20µ/5µ for M1 ∼
M6, ISS = 10µA, R = 100kΩ. Fig. 6 shows the temperature
dependence of the output voltage MUL1. The obtained curve
is distorted from square curve. The cause of the distortion
is presumed to be the temperature dependence of the gain
factor of the multiplier. To solve this problem, we have
adopted the following approach. At first, we have divided
the temperature range into a few sections and generated the
linear function of temperature with different coefficient in each
section. Then the obtained linear functions and sensor output
are multiplied by the multiplier. And the approximate square
function of temperature is obtained in the whole temperature
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+

−

−

−
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M4M

R R

3VX

Vout

VDD

VY

M1

M6M5

M2
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Fig. 5. Gilbert cell.

range. Fig. 7 shows the modified square function generator
circuit. VGA1 ∼VGA2 are the variable gain amplifiers. Fig. 8
shows the structure of the variable gain amplifier. R1, R2, R3,
MOS FET M8 and operational amplifier constitute a negative
amplifier. The part surrounded by dotted line is a comparator
which outputs 0 for VC1 < VC2 and outputs VDD for VC1 > VC2.
MOS FET M8 switches on and off according to the comparator
output and changes the gain of the amplifier. The amplifier
gain is expressed as follows;

Gain =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−R3

R1
VC1 ≤VC2

− R3

R1//R2
VC1 ≥VC2

(10)

where R1//R2 is the pararell resistance of R1, R2.
The operational amplifier is a two-stage amplifier which is

made by a differential input stage and a source follower. Fig. 9
shows the structure of the operational amplifier.

TABLE III
PARAMETER OF COMPARATOR.

MOS FET W [µm] L[µm]
M1 3 1
M2 3 1
M3 15 1
M4 15 1
M5 4.5 1
M6 94 1
M7 14 1

Fig. 7 shows the case when the temperature range is divided
into four sections and the gains of VGA1 ∼ VGA3 are set
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at the temperatures T1, T2, and T3 (T1 < T2 < T3). At first
the whole temperature range is divided into two parts at the
center temperature 25 C̊. Then the high temperature region
is divided into three parts having almost same temperature
range. The dividing points are trimmed slightly by minimizing
the difference of the generated compensation function and the
temperature dependence of a crystal resonator. In this case,
temperatures 30 C̊, 50 C̊, 60 C̊ are selected to the dividing
points. Table III, Table IV, and Table V shows the circuit
parameters of the comparator, the variable gain amplifier, and
the operational amplifier. Fig. 10 shows the linear functions of
temperature corresponding to four temperature regions. Fig. 11
shows the output of the modified square function generator.
The solid line shows the output voltage and the dotted line
shows the square function approximating the output voltage.
Fairly good square function of temperature is obtained for the
whole temperature range.

Fig. 12 shows a modified compensation function generator.
MUL1 generates a square function of temperature V2 and
MUL2 generates a cubic function of temperature V3 by multi-

TABLE IV
PARAMETER OF VARIABLE GAIN AMPLIFIER.

VGA R1[kΩ] R2[kΩ] R3[kΩ]
VGA1 70 300 70
VGA2 70 100 70
VGA3 100 70 100
VGA4 100 190 87
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Fig. 8. Variable gain amplifier.
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plying V1 and V2. The analog adder generates the compensation
function by summing the cubic component V3 and the linear
component V4. V4 is the linear function of temperature whose
coefficient changes at 30 C̊. Fig. 13 shows the compensation
function. Although there is a slight unsmoothness near 65 C̊,
the obtained compensation function approximates well the
temperature dependence of a crystal resonator.

III. PERFORMANCE EVALUATION OF TCXO

To evaluate the performance of the proposed TCXO, the
frequency temperature characteristics has been simulated. A
colpitts oscillator is used for the oscillator circuit. Fig. 14
shows the oscillator circuit. Oscillation frequency is designed
26MHz. Table VI and Table VII show the equivalent parame-
ters of a crystal resonator and the circuit parameters, respec-



TABLE V
PARAMETER OF OPERATIONAL AMPLIFIER.

MOS FET W [µm] L[µm]
M1 nMOS 10 10
M2 nMOS 10 10
M3 pMOS 10 10
M4 pMOS 10 10
M5 pMOS 200 10
M6 nMOS 100 10
M7 nMOS 10 10
M8 nMOS 10 10
M9 pMOS 1 7
M10 pMOS 1 7

Cc 1.2pF
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Fig. 10. Modified linear function of temperature.

tively. Fig. 15 shows the simulated result. The compensated
frequency deviation is within ±0.5ppm for the temperature
range between −30 C̊ and 80 C̊. The uncompensated frequency
deviation is −11ppm ∼ +7ppm. The DC current of the
compensation function generator and VCXO is about 0.5mA
and 0.5mA, respectively. The total power consumption is about
1mA.

TABLE VI
EQUIVALENT PARAMETER OF CRYSTAL RESONATOR.

Parameter Value
fs 26MHz

R1 20.29Ω
L1 11.38mH
C1 3.295 f F
C0 1.42pF

IV. CONCLUSION

We have proposed a new MOS temperature compensated
crystal oscillator. A new temperature sensor and compensation
function generator are introduced. The proposed TCXO has
been designed for 3.3V power supply voltage and its perfor-
mance is evaluated by simulation. The temperature sensor uses
the temperature dependence of threshold voltage of MOS FET.
Sensitivity of 1.17mV/ C̊ has been obtained and nonlinearity
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has been less than 0.4% for the temperature range −30 C̊ ∼
80 C̊. Obtained performance is sufficient for the application
to TCXO. The compensation function generator makes the
cubic function of temperature by multiplying the sensor
output. Reducing the effect of the temperature dependence
of the multiplier, the temperature range is divided into a
few sections and the linear functions of temperature with
different temperature coefficients are generated and the cubic
function of temperature is composed by these linear functions.
The generated function approximates a cubic function with a
constant coefficient for the whole temperature range. The total
performance of TCXO has been evaluated by simulation. The
compensated frequency deviation has been within ±0.5ppm

TABLE VII
PARAMETER OF VOLTAGE CONTROLLED CRYSTAL OSCILLATOR.

Parameter Value
L 1µ
W 160µ

CA, CB 20pF
RA 30kΩ
RB 80kΩ
RD 1kΩ
RE 10kΩ
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Fig. 14. Voltage controlled crystal oscillator.

for the temperature range between −30 C̊ and 80 C̊, at the
oscillation frequency 26MHz. The total power consumption
has been about 1mA. The obtained result is thought to be al-
most sufficient for practical use. More sophisticated method to
reduce the effect of the temperature dependence of multipliers
and the improvement for low power operation are thought to
be necessary.
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ABSTRACT  —A surface transverse wave (STW) 
resonator based oscillator was developed in response 
to SONET OC-48 application. The residual noise 
measurement techniques are used to evaluate the 
noise contributions in feedback loop components, 
such as loop amplifier, STW resonator and electronic 
phase shifter, which can play important roles in 
determining the oscillator’s output phase noise 
spectrum. The oscillator’s phase noise floor is -170 
dBc/Hz for carrier-offset frequency greater than 1 
MHz. The oscillator’s phase noise level of -67 dBc/Hz 
at 100 Hz carrier offset. Both low close-in phase 
noise and low white phase noise floor makes the 
oscillator meet low jitter requirement. The electronic 
frequency tuning range exceeds ±200 ppm. The 
oscillator provide 13.5dBm of output power and 
consume 325mW from +5Volts power supply. 

 
Index Terms  —  Ceramics, coaxial resonators, 

delay filters, delay-lines, power amplifiers. 

I. INTRODUCTION 

Clock recovery circuits are used for data integrity 
in high-speed digital transmission system. It is 
actually a phase-locked loop with a low jitter 
voltage-controlled oscillator (VCO). The VCO is 
mostly fabricated with a stable resonator. Due to 
the fabrication process, the most used oscillator at 
622MHz for SONET or SDH applications is either 
by the fourth harmonic of 155MHz crystal or 
directly 622MHz saw resonator. [1, 2] Both suffer 
from the degradation factor of 20log (N) =12dB 
on the phase noise as applications to OC-48 at 
2488.32MHz. Recently, the oscillators on 
2488MHz have been investigated by using high 
quality STW resonators. [3, 4, 5] Owing to the 
higher velocity and lower propagation loss for 
STW, the photolithography process is relaxed 
with acceptable yield. In this work, the focus is on 
the evaluation of phase noise of a highly stable 
VCSO working directly at 2488.32MHz. The 
performance of residual noise in each module in 
the loop is especially examined to get the insight 
of phase noise performance. The phase noise at 
100 Hz offset is about -67dBc/Hz. Both low close-
in phase noise and low white phase noise floor 

make the oscillator meet low jitter requirement. 
The frequency tuning range exceeds ±200 ppm. 

II. OSCILLATOR DESIGN 

The architecture of the oscillator is shown in 
Fig.1. It consists of a loop amplifier, an electronic 
phase shifter, a lump element reactive Wilkinson 
power splitter, a lumped element reactive phase 
adjusting, and a two-port STW resonator. The 
oscillation starts as the closed loop gain satisfies 
Barkausen’s criteria with total loop gain larger 
than unity and the phase shift equal to 2nπ. The 
open loop gain is easily evaluated by breaking the 
loop at the appropriate plane with equal input and 
output impedance, such as line AB indicated in 
Fig. 1. Here, the impedances seen are 50ohm as 
was required by network analyzer. This approach 
has the advantage that the noise characteristics of 
the individual component as measured in an open-
loop configuration have a direct bearing on the 
closed-loop phase noise of the oscillator. 

 

 
 
Fig. 1 Block diagram of a feedback loop oscillator. 

 
The STW resonator has the advantages of shear 

wave with very high velocity and energy trapping 
so that the diffraction effect of the shallow bulk 
wave into the substrate is minimized and quality 
factor is increased. The width of the transducer is 
approximately 0.5μm. The overlap aperture is 
about 250μm. The 90° rotated ST-cut quartz is 
employed to have the turnover temperature 
approximately at 45°C. The die size of the STW 
resonator is 1.8mm x 1.2mm. The input and output 
IDT have 100 fingers are placed between two 



shorted reflectors, which has 90 fingers, and are 
separated by a shorted grating with 3 fingers. Two 
coupled modes formed by input and output IDTs 
are coupled just as two coupled parallel LC 
resonators. The coupling is carefully tuned by the 
central grating. The frequency response is shown 
in Fig. 2a. Due to the grounding grating the 
insertion loss is reduced to 4~5dB, which is much 
smaller than that of 10~15dB in conventional 
SAW or STW delay line. The resonator acts as a 
short circuit with zero phase-shift at the desired 
frequency. The approximately linear phase change 
with slope equal to 1.713rad/MHz is obtained 
within the 3dB frequency band. The up and down 
limits of the phase change are above ±90o. The 
loaded Q factor ( ) 2// ωφω ddQ oL  is estimated 
equal to 2124. The group delay is about 1.713×10

=
-

6rad/Hz. The spurious are suppressed under 30dB. 
The residual phase noise measurement 

techniques [7] are employed to evaluate the 
components of loop amplifier, STW resonator and 
electronic phase shifter. The noise floor of the 
measurement system is about -170dBc/Hz with 1/f 
flicker noise corner at 17kHz offset. The residual 
phase noise of the resonator is revealed in Fig. 2b 
with drive power approximately equal to that in 
steady state oscillation. 
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Fig. 2 (a) Gain and Transmission Phase Responses 
2486.32-2490.32MHz, and (b) Residual Phase 
Noise of STW Resonator 

 
The HBT monolithic amplifier is selected as the 

loop amplifier because of low noise figure and 
high dynamic range. The P1dB is at +17dBm and 

the bandwidth is about 4GHz to prevent high 2nd 
harmonics. The nominal gain is 17dB to overcome 
the total loop losses to insure the stable oscillation. 
The residual phase noise is shown in fig.3.  
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Fig. 3 Residual Phase Noise of Loop Amplifier 

 
An unequal Wilkinson power splitter is 

employed to adjust the excess small signal loop 
gain instead of resistive attenuator. [8] The 
oscillation frequency is trimmed by the electronic 
phase shifter. Both phase noise and tuning 
linearity are affected by the varactors. With proper 
selection of varactor diodes, the high tuning 
linearity and low residual phase noise are 
achieved at the same time. The residual phase 
noise performance is shown as Fig. 4. 
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Fig. 4 Residual Phase Noise for the Electronic 
Phase Shifter 
 

The frequency dependences of total phase 
shifter and open loop gain seen from the reference 
plane A-B indicated in the fig.1 are shown in Fig. 
5. Curve X and Curve Y are the phase shift with 
Vtune=0Volts and Vtune=5Volts, respectively. 
Curve M and curve N are the open loop gain with 
Vtune=0Volt and 5Volt, respectively. The group 
delay is about 1.74×10-6rad/Hz. As compared to 
Fig. 2b, we see that the phase shift is dominated 
by the saw resonator. The slight increase may be 
from the tunable phase shifter. The oscillation 
frequency is predicted from the phase shift at the 
zero-crossing point with enough gain margin 
about 2dB.  This gives us the benefit of low 
flicker noise from the amplifier without deep gain 
compression. To prevent the AM to PM effect, the 

 



tuning bandwidth is approximately equal to the 
resonator’s 1dB bandwidth. It is approximately 
from 2487.85MHz to 2488.85MHz.  

 
 

 

 
Fig. 5 The open loop gain and phase shift at the 

oscillation frequency. 

III. OSCILLATOR PERFORMANCES 

The performances of the oscillator are measured. 
The second harmonics is suppressed below 58 dB 
without using output low pass filter. This is 
attributed to the linear amplifier. The tuning 
characteristic is shown in Fig. 6 with ±200ppm 
range and good linearity. The turnover 
temperature is approximately 45°C, which is 
mainly determined by the STW resonator. The 
phase noise of the oscillator is measured as shown 
in Fig. 8. The spectral shape in curve 1 indeed 
arrears 1/f3 near the carrier. The intersection point 
with 1/f curve is around 50 kHz offset. The 
magnitude at 100 kHz offset is -153dBc/Hz, 
which is lower than those indicated in Table I. The 
measured parameters of the STW oscillator and 
the specifications of the other commercial 
products are summarized in Table I. 

 

 

 
Fig. 6 Oscillation frequency vs. tuning voltage. 

 

IV. PREDICTION OF PHASE NOISE 

To analyze the shaping behavior of the close 
loop, the residual phase noises are examined as 
shown in Fig. 8.  It reveals that the noise nr from 
STW resonator (Curve 2) is dominant about 10dB 
above those from amplifier ng (curve 3) and 

varactor np (curve 4). The phase shifter has the 
same order as that in amplifier. The system’s floor 
is also indicated as in curve 5, which is much 
lower than these measured items. As referred to 
Fig. 5, the magnitude of the loop gain under 
steady state is assumed to one with a rather wide 
bandwidth, at least ±500kHz at 2488.32MHz. The 
STW resonator looks like a pure resister not an 
inductor at the oscillator frequency. In the 
Lesson’s model the filter transfer function is 
considered to be a symmetrical one on each side 
of the carrier frequency. As shown in Fig.9, the 
basic open loop circuit is divided to four 
components, phase shifter, STW resonator, 
amplifier, and power splitter, whose transfer 
functions are P(ω), R(ω), G(ω), and D(ω), 
respectively.  The power spectral density (PSD) at 
output point o is as follows: 

)())()()(( ωωωω DGRnGnn prgo ⋅⋅⋅+⋅+=Φ
Because of nr is greater than ng and np, the output 
noise is further simplified as  

)()( ωω DGnro ⋅⋅=Φ  

The product )()( ωω DG ⋅  is approximately 8~9dB 
in this work. The phase shift as a function of 
frequency is assumed linear with slope or group 
delay τ g, which is roughly equal to 1.74×10-6 

rad/Hz in our case, within the limited bandwidth. 
Hence, the normalized open loop gain is written 
as , wheregje ωτΔ− ωΔ  is the offset frequency 
from the center frequency. Then the closed loop 
gain is obtained as  

ωτ Δ−−
=

gje
gainLoopClosed

1
1              

According to [8], the PSD of phase noise can be 
shaped by multiplying the square of closed-loop 
gain to the residual phase noise. Here, the shaping 
factor for the PSD is shown as Fig.7. 

Fig.7 Shaping factor for the PSD. 
 
For the close-in noise with ωΔ  which is smaller 
than π/4, the shaping appears as ( . It is 
concluded that the phase noise is indeed shaped 

) 2−Δ gωτ

 



from the residual noise by the  term, which 
is originated from the high Q resonator. 

( ) 2−Δω
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Fig.8 Measured phase noise for the 2488.32MHz 

STW oscillator. 
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Fig.9 Transfer functions in open loop circuit 
 
Table I: Measured Result for the voltage 
controlled STW oscillator and Comparison with 
the other Commercial Products 

Item Value 
 This 

Work
Synergy  M-tron SAWTEK 

Supply Voltage 
(Volts) 

+5 +5 +5 +5 

Supply Current (mA) 65 60 100 55 
Output Power (dBm) +13 +3 +7 +10 
Tuning voltage (Volts) 0-5 1-4 0-5 N/A 
Tuning Ramge (ppm) ±200 250 ±50 80 
Sub Harmonic (dBc) -58 -30 -26 N/A 
Phase Noise @ offset 
100kHz  (dBc/Hz) 

-153 -142 -145 -145 

V. CONCLUSIONS 
. 
A surface transverse wave based oscillator was 

designed and fabricated in this study. The 
resonator is operated directly at the specific 
frequency 2.48GHz to avoid the degradation of 
phase noise due to frequency multiplication. The 
resonator with two coupled modes is designed to 
achieve wide tuning. The tuning bandwidth of 
resonator is enhanced by trimming the central 
grating while keeping the steep phase change. The 
tuning capability achieves   ±200ppm. In 
comparison with the other commercial products, 
the phase noise performance of this work is better 
than about 8dB at the offset frequency 100 kHz. 
The phase noise near the carrier is confirmed to 

follow the Leeson’ prediction. It is concluded that 
the behavior of phase noise is dominated by the 
residual noise of SAW resonator and is shaped by 
the important factor of group delay.  
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Abstract—Recent research has showed that stable 

frequency is necessary to improve efficiency in the high 
frequency band. However, it is very difficult to use a 
Colpitts-type crystal oscillator in the high frequency band. 

Previously, we have reported that a negative resistance is 
obtained by the Colpitts-type crystal oscillator circuit in the 
Gigahertz (GHz) frequency band. However, it is necessary to 
reduce the external capacity in order to obtain negative 
resistance in the GHz frequency band. The temperature 
characteristic of the oscillator gets worse due to change in the 
internal capacity. 

 In this paper, we show how to stabilize the characteristics 
of Colpitts-type crystal/SAW oscillators in the GHz frequency 
band by using PSpice simulation. Next, we show a new 
Colpitts-type crystal/SAW oscillator, which can obtain a 
stable negative resistance value with a change of temperature 
in the GHz frequency band. Furthermore, we propose an 
effective circuit for reducing the temperature dependency of a 
transistor. 
 

Keywords: Temperature compensation, Colpitts-type crystal 
oscillator, Negative resistance, High frequency band 

I. INTRODUCTION 
The development of radio communication, measurement 

equipment and so on, higher frequency oscillators have 
been required more and more. Generally, since the crystal 
oscillators had high short-term frequency stability, they 
have been applied to communication technology and 
information technology. Quartz resonators, which have 
been developed for the high frequency band, are aimed for 
application with systems for the next generation [1-2]. 
Quartz resonators with the high frequency band require a 
steady oscillator to oscillate in the high frequency band.  

Previously, we reported that a sufficient negative 
resistance was obtained by the Colpitts-type crystal 
oscillator circuit in the Gigahertz (GHz) frequency band 
[3-4]. However, it is necessary to reduce the external 
capacity in order to obtain negative resistance in the GHz 

frequency band. The temperature characteristic of the 
oscillator gets worse due to change in the internal capacity. 

It is extremely important to understand the temperature 
factor for the stable oscillation circuit. In order to realize a 
more stable oscillation frequency, the oscillation circuit 
must be compensated to be as stable as possible before 
creating the compensation circuit. At the same time, in 
regard to the stable  
temperature this paper will examine:  

1)  the temperature characteristics of the quartz resonator 
and the transistor, 

2) the temperature parameters such as the input current 
and negative resistance, and  

3) the current level characteristics of equivalent 
capacitance according to the impedance change derived 
from the temperature influence on the circuit. 

In addition, this paper will also discuss the results of 
stable negative resistance. 

II. THE HIGH FREQUENCY COLPITTS-TYPE OSCILLATOR 
WITH A COMMON BASE CIRCUIT 

Figure 1 shows a GHz frequency band Colpitts-type 
oscillator with common base circuit [3-4], which was 
proposed in our previous paper. The Colpitts-type crystal  

 

 
Fig. 1.  A high frequency Colpitts-type oscillator with 

a common base circuit. 
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oscillator consists of a common emitter Tr1 and a common 
base circuit Tr2 as a cascade amplifier, and has a feedback 
circuit from the collector of Tr2 to C2.  

Figure 2 shows the simplified high frequency small 
signal equivalent circuit in Fig.1. The Miller capacitance 
CM is a function of Cb’c1, which is the transistor’s 
capacitance between the base and collector.  The rb’b2 is 
used as impedance reflection to change ' 22

(1 )fbb b
r h− .   

In this case, the equation for the equivalent input 
impedance of the common base circuit is as follows: 

 
' '

' ' ' '

2 22 2
2 '

2 22 2 2 2

( / ) (1 )
1 ( / ) 1 (1 )

fe fbb e b b
i

fe fbb e b e b c b b

r h r h
Z

j C r h j C r hω ω
−

= +
+ + − .               (1) 

 
Where rb’e2 is the base-emitter junction resistance, Cb’e2 is 
the base-emitter junction capacitance, rb’b2 is the base 
ohmic resistance, and C’

b’c2 is changed from the 
base-collector junction capacitance Cb’c2, which does not 
have an effect on the Miller capacitance of Tr2.  

Then, the Miller capacitance of Tr1 can be calculated by 
using ' '1 11 1fe mb b e

h i g v= .  Therefore, CM is as follows: 
 

'

'

11
1

1 2 1

(1 )
1 /

fe
M b c

i b e

hRC C
R Z r

= + ⋅
+  

.                               (2)
 

 
Next, the equation is readjusted to substitute Eq. (2) for 

Eq. (1) in the case of 1R >> 2iZ .  The equation can be 
approximated as follows: 
 

' ' '

' ' ' '

2 21 2 2
'

1 2 22 2 2 2

( / ) (1 )
1 ( / ) 1 (1 )

fe fbb e b e b b

fe fe fbb e b e b c b b

r r h r h
h j C r h j C r hω ω

−
≅ +

+ + −
 .              (3) 

 
 

 
Generally, since rb’b2 of the transistor is a small value, the 

second term in Eq. (3) can be ignored.  Furthermore, the 
cutoff frequency f2 of Tr2, which is the common base circuit, 
is higher than the cutoff frequency of the common emitter 
circuit.  f2 is described as follows: 
 

' '
2

22 2

1
2 ( / )feb e b e

f
C r hπ

=  .                                      (4) 

 
In this case, if f2 is satisfied by Eq. (4) in a high 

frequency band, Tr2 can obtain the frequency characteristic 
in the high frequency band.  Therefore, in the high 
frequency band, Tr2 can be approximately shown: 
 

' '1 21 2
/ /fe feb e b e

r h r h≅ .                                (5) 
 

The Miller capacitance of Tr1 is readjusted by 
substituting Eq. (5) for Eq. (2). The CM in Fig.2 is smaller 
than the Miller capacitance which is calculated from the 
conventional Colpitts-type crystal oscillator without the 
common base circuit.  Then, the cutoff frequency of Tr1 is 
as follows: 
 

' ' '
1

1 1 1

1
2 ( )( // )Mb e b e b b

f
C C r rπ

=
+

  .                              (6) 

 
Where rb’e1 is the base-emitter junction resistance and rb’b1 is 
the base ohmic resistance.   

When CM is reduced, f1 will be high.  In summary, if the 
Miller capacitance of Tr1 is reduced, the cutoff frequency of 
Tr1 is increased, and the high frequency characteristic will 
be improved.  That is to say, in the circuit in Fig. 1, it is 
assumed that rb’b1 and rb’b2 are small enough to ignore, and 
the cutoff frequency of Tr2 is satisfied by Eq. (4) in the high  

 

Fig. 2.  The equivalent circuit of Fig.1.
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Fig. 3.  A simplified diagram of a universal crystal/SAW oscillator. 
 
frequency.  It can improve the frequency characteristic in 
the GHz frequency band.  Furthermore, according to this 
method when the load of Tr1 and the input impedance of Tr2 
have been matched  as satisfied in Eq. (5), the Miller 
capacitance of the Colpitts-type crystal oscillator with a 
common base circuit is decreased.  The effect of R1 is 
disregarded in the Miller capacitance.  As a result, there 
should be an improvement of Tr1 in the frequency 
characteristic in the GHz frequency band. 

Figure 3 shows the simplified diagram of a universal 
crystal/SAW oscillator.  In this figure, terminals (A) and 
(B) illustrate the terminals of the crystal/SAW resonator in 
Fig. 2.  In Fig. 3, -RN and CL show the impedance values 
without the crystal/SAW resonator shown in Fig. 2.  When 
the crystal/SAW resonator is not included, the circuit 
becomes a negative resistance element in series with 
capacitance.  In Fig. 2, we can see how the crystal resonator 
acts as the resistance element in series with inductance.  In 
this simplified diagram, the negative resistance -RN is 
approximated as follows: 

 
'

2 ' '
1 2

m
N

gR
C Cω

− ≈ −   .                                             (7)  

  
Then, '

1C  and '
2C are as follows: 

 
'

'
1 1 1 Mb e

C C C C= + +                                              (8) 
  

'
' ''
2 2 2b c

C C C= +  .                                               (9) 
 

The Colpitts-type crystal oscillator with a common base 
circuit can obtain the negative resistance characteristic in 
the high frequency band. Since '

1C  and '
2C  in Eq. (7) are 

reduced, the negative resistance reaches a higher frequency.  

Then, CM can be reduced.  As a result, since Eq. (8) can be 
changed to a smaller capacitance, the negative resistance of 
Eq. (7) can be improved in the GHz frequency band.  

Therefore, the Miller capacitance of the Colpitts-type 
crystal oscillator with a common base circuit is decreased.  
The circuit of Fig. 2 can obtain the negative resistance 
characteristic in the GHz frequency band. 

 

III. FLUCTUATION OF NEGATIVE RESISTANCE 

A. Temperature Effect 
Figure 4 shows an example of the influence of external 

capacities C1 and C2 for negative resistance characteristics 
of frequency in terms of temperature parameters. The 
circuit parameters are set to be 2SC5095, R1=1[kΩ], 
R2=100[Ω], R3=6[kΩ], R4=5[kΩ], R5=15[kΩ], and 
C3=1[ µF ]. Figure 4 (a) shows the negative resistance 
characteristics under the condition of C1=C2=0 and 

CCV =5[V]. Temperature changes can cause large changes 
in the frequency band, which ensures obtaining negative 
resistance.  Moreover, the frequency band, which ensures 
obtaining negative resistance, is narrow and also the 
negative resistance is small, when the temperature range is 
between -55~85[℃]. Under the consideration of obtaining 
the necessary negative resistance, which is 3-5 times that of 
crystal impedance, it is difficult to obtain sufficient 
negative resistance in the GHz frequency band in the 
temperature range of -55~85[℃]. Figure 4(b) stands for the 
negative resistance characteristics with C1=3[pF] and 
shows no differences with those characteristics in (a), 
where the frequency band, that can provide negative 
resistance, changes significantly. Figure 4(c) shows the 
negative resistance characteristics under an additional 
condition of C2=3 [pF]. Comparing to (a) and (b) to (c) in 
the frequency range, that yields negative resistance, lies in a 
narrower band. However, if the temperature influence is 
decreased, then sufficient enough negative resistance is 
obtained over the whole range of -55~85[℃]. 

Figure 5 shows an example of the influence of power 
supply voltage CCV  for negative resistance characteristics 
in terms of temperature parameters. It shows the negative 
resistance characteristics under the condition of C1=0, 
C2=3[pF], and the CCV =3[V], enough negative resistance 
is obtained over the whole temperature ranges of 
-55~85[℃]. 
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Vcc=5[V]. 
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Fig. 5.  Negative resistance values vs. frequency characteristics  
at Vcc=3[V]. 

B. Current Level Characteristic 
Figure 6 shows an example of the current level 

characteristics of the circuit as shown in Fig.1. When the 
negative resistance LR  on the circuit is greater than 
resistance XR  at the minimum current level, oscillation 
can be started.   In this figure, when a current level 
increases, the negative resistance value decreases. When 
power supply voltage is 1.4[V] or more, it is shown that 
oscillation may be maintained at a fixed current level.  

IV. NEGATIVE RESISTANCE STABILIZATION METHOD 
As described above, the temperature characteristics and 

the current level characteristics of a Colpitts-type oscillator 
in the GHz frequency band were clarified.  

Next, we propose a Colpitts-type oscillator in the GHz 
frequency band with a temperature compensating circuit in 

0.1µ 1µ 10µ 100µ 1m

inI

Fig. 6.  Negative resistance values vs. current level characteristics  
in Fig. 1.  
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Fig. 7.  A proposed Colpitts-type oscillator.   

 
Fig. 7. By adding the Tr3/ R6 to this circuit stable 

negative resistance can be achieved, even if the temperature 
ranges are changed in the GHz frequency band. 

Figure 8 is an example of the simulated results on the 
circuit in Fig. 7. These results show the negative resistance 
to temperature ranges from -55 to 85[℃], where, R1=1[kΩ], 
R2=220[Ω], R3=6[kΩ], R4=5[kΩ], R5=15[kΩ], R6=250[Ω], 
C1=0, C2=0, C3=1[ µF ], Tr1/ Tr2/ Tr3: 2SC5095.  

 

Fig. 8.  Negative resistance values vs. temperature characteristics. 
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Fig. 9.  Negative resistance values vs. frequency characteristics. 

 
The simulated results show that the addition of Tr3/ R6 

can reduce the temperature influence.  
Figure 9 shows an example of the negative resistance 

values vs. the frequency characteristics in the circuit in Fig. 
7. When the temperature changes over the whole 
temperature ranges of -55~85[℃], the negative resistance 
characteristic shows that it is a stable characteristic as 
compared to the characteristic in Fig.4.  

V.  CONCLUSIONS 
In this paper, we suggest a method to stabilize the 

oscillating frequency of a Colpitts-type crystal oscillator, 
which is connected to a common base circuit in the GHz 
frequency band. 

As a result, the findings are shown below: 
1.   The Colpitts-type crystal/SAW oscillator with a 

common base circuit can obtain sufficient negative 
resistance values in the GHz frequency band.  

2.  Temperature characteristics of the GHz frequency 
band are clarified. 

3. We propose on effective circuit for reducing the 
temperature dependency of a transistor, and the circuit is a 
oscillating circuit, which can stabilize the temperature 
characteristics of negative resistance in the GHz frequency 
band. 

The authors would be gratified if this report can help to 
develop the piezoelectric.  

In the future, we will design a lower power supply 



voltage, and an integrated circuit using a Colpitts-type 
crystal oscillator with a common base circuit. 
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Abstract 
 

The protein detection based on a fully integrated phase 
loop circuit is demonstrated for the first time. The crystal 
oscillator used in the PLL circuit is reused as the quartz 
crystal microbalance (QCM) and the division ratio provided 
by the PLL is used to enhance the sensitivity (200X) of QCM. 
The size of the proposed protein sensor including QCM, PLL 
and reaction chamber is smaller than that of USD 1 cent. 
Immunoglobulin G (IgG) protein concentrations ranging from 
60 to 120 ug/mL were measured. 
Keywords: QCM, phase-locked loop (PLL), bio, protein, 
and sensor. 
 

Introduction 
 

Recently bio-chips for sensing biological molecules have 
been extensively studied [1]-[8]. Up to now, 
fluorescence-based bio-sensing technology is the most 
popular method [1]. This technique, however, requires a 
complicated process of labeling the target bio-molecules with 
dye and expensive equipments for fluorescence analysis [2]. 
While label-free sensors have been developed [3]-[8] to 
overcome these problems, these sensors still require either 
complex optical setups [3]-[8] and/or extra MEMS processing 
steps [6]-[8], which inevitably increase the cost, power 
consumption and system form factor. It is therefore most 
desirable that integrated circuits can be adopted for biological 
molecule detection with minimum modification. In this paper, 
we demonstrate, for the first time, protein detection based on 
an integrated phase-locked loop (PLL) circuit, in which the 
crystal oscillator is reused as a quartz crystal microbalance 
(QCM) for the probing proteins and thus no extra processing 
steps/optical setups are needed. Consequently, the sensor size, 
cost and power consumption are greatly reduced. 

 QCM is a well known biosensor and becoming popular 
because of its label-free and high-sensitivity characteristics 
[3]-[5]. The quartz resonance frequency decreases as the 
bio-molecular was bound on the quartz surface. Sauerbrey [9] 
has derived a theoretic model to describe the relationship 
between mass loading and frequency shift.  Since quartz  

 
 
Fig. 1 Protein detection based on an integrated phase-locked 
loop 

 
crystal oscillator is a must in a traditional phase-locked loop 
circuit as frequency reference, it can function as QCM and be 
reused as a protein sensor. The reason for using a PLL is that 
the frequency shift due to the mass loading of proteins on the 
quartz crystal is very small and hence a large division ratio 
provided by the divider in a PLL can amplify the very small 
frequency shift as illustrated in Fig. 1. In this study, 
Immunoglobulin G (IgG) was employed as the bio-molecules 
sample because IgG can provide humoral immunity and plays 
an essential role in the recognition of foreign proteins. 
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Fig. 2 Experimental setup and cross-section of the QCM 



 

 
Fig. 3 Block diagram of the fully integrated PLL frequency synthesizer. 
 
In healthy adults, the content of IgG in the whole 
immunoglobulin serum is approximately 75%. Therefore, 
IgG molecules are widely used to recognize or identify 
foreign antigens in the application of bio-analytical sensor. 
[10]. 
 

Experimental Setup 
 
The experimental setup is shown in Fig.2. The antibody of 

IgG (anti-IgG) proteins was first immobilized on the top gold 
electrode of a commercially available 10MHz polished 
AT-cut disk-shape quartz crystal unit with an 8mm diameter. 
Then the unit was mounted inside a reaction chamber with 
15mm in diameter and 5mm in height and the solution of 
IgG proteins (antigen) was injected into the reaction chamber.  
As the IgG was bound with the anti-IgG immobilized on the 
electrode, the mass loading causes the oscillation frequency 
of the crystal oscillator to shift. That is, the bio signal of 
IgG/anti-IgG binding is translated into the frequency shift of 
the crystal oscillator and the extent of frequency shift is 
proportional to the concentration of IgG. The shifted 
oscillating frequency of the crystal oscillator is then fed to a 
fully integrated PLL with a large division ratio of 282 for 
frequency multiplication. As a result, the small frequency 
shift was amplified and measured by a signal source analyzer 
(Agilent E5052A) and then recorded by a LabVIEW 
program via the GPIB interface. Note the size of the 
experimental setup including the QCM oscillator, the PLL 
and the reaction chamber is smaller than that of USD one 

cent. Preparation steps for anti-IgG on the quartz crystal are 
explained briefly as follows. First the HS-(CH2)7-COOH was 
used to modify quartz surface and then EDC/NHS was 
injected to activate the functional group (COOH-) followed 
by flowing anti-IgG for immobilization. Finally 
ethanolamine was adopted to block the unbinding site. 

 
Circuits 

 
A. Architecture 
 

The functional block diagram of the fully integrated PLL 
frequency synthesizer is shown in Fig. 3. It consists of a PFD, 
a charge pump (CP), an on-chip loop filter (LPF), a VCO 
with a 3-bit binary weighted capacitors array, and a 
programmable divider. All the control signals are sent into 
the on-chip registers through a three-wire interface control 
circuit (TWIF). Since we use a capacitors array to widen the 
tuning range of the VCO, an auto-frequency calibration 
(AFC) loop, which consists of a frequency detector and a 
successive approximation register (SAR), is used in this 
circuit to choose the proper coarse tuning code of the 
capacitors array automatically.  

 
B.VCO 
 

Fig. 4 depicts the schematic of the LC-VCO. The core of 
the differential oscillator is formed by two complementary 
nMOS and pMOS devices for generating the negative 



transconductance and attached to the LC tank of the VCO. 
The tank consists of a differential high-Q inductor, which is a 
fully symmetric spiral inductor designed for differential 
excitation, and two pMOS varactors. To have a wide tuning 
range and a small VCO gain, a 3-bit binary weighted 
capacitors array is connected to the LC tank for coarse 
tun ing .  B ecause  o f  t he i r  h igh  q ua l i ty  fac to r s , 
metal-insulator-metal (MIM) capacitors are chosen to form 
the capacitors array and the capacitances are C0=180 fF, 
C1=360 fF, and C2=720 fF, respectively. To have the same 
quality factor for each branch in the array, the sizes of the 
nMOS switches are also scaled as M0:M1:M2=1:2:4.   

 
 

Fig. 4 The schematic of VCO 
 

C. Auto-Frequency Calibration Loop 
 

Since the VCO has a 3-bit capacitors array, an 
auto-selecting circuit is required to automatically choose the 
capacitors array setting whenever the output frequency of the 
synthesizer is changed. We utilize two counters and a 
comparator as a frequency detector. The two counters counts 
the input pulses of the reference signal and the divided VCO 
signal in a specified time period (TAFC). By comparing the 
pulse numbers in these two counters, the frequency 
difference can be easily told, and accordingly the finite state 
machine can decide to increase or decrease the frequency of 
the VCO. The finite state machine uses the binary search 
algorithm to determine the final coarse setting of the VCO. 
Therefore, the same procedure repeats K times, where K is 
the bit number of the capacitors array, and thus the total time 
for the AFC is K � TAFC. 

  
 

 

 

Fig. 5 Block diagram of the programmable divider. 

 

D. Programmable Frequency Divider 
 
The programmable frequency divider is a truly modular 
programmable divider, whose block diagram is shown in Fig. 
5. The frequency divider consists of a three-bit 
source-coupled logic (SCL) divider, an SCL to CMOS 
converter, a 5-bit CMOS logic divider and a retiming circuit. 
A modulus extension circuit is also used in the CMOS 
divider so that the modulus can range from 32 to 511 [11]. 
 

 

 

Fig. 6 Schematic of the dual-path loop filter. 
 

To reduce the jitter accumulated in the divider cells, a 
retiming circuit, which is formed by a D Flip-Flop, is 
required to re-synchronize the divider output signal. We use 
the output signal of the converter rather than the VCO signal 
to retime the divider output so that the power consumption 
can be reduced (the retiming circuit need not to operate at 
fVCO) and lots of simulation time can be saved. The tradeoff 
is that the jitter accumulated in the first two cells can not be 
removed.  
 
E. PFD, CP and Loop Filter 
 

The PFD employed in this frequency synthesizer is a 
typical tri-state structure, which consists of two DFFs, a 
NOR gate, and a delay cell to get rid of the dead zone.  

An on-chip dual-path loop filter is adopted in this 
frequency synthesizer [12]. The schematic of the loop filter 
is shown in Fig. 6. Since the zero frequency of the PLL is so 
low that it is impossible to implement the passive resistors 
and capacitors on the chip, an active amplifier is used to 
effectively amplify the time constant of this zero. With the 
two different charge pump currents ICP1 and ICP2, the zero 
frequency can be rewritten as: 
 

111

2

CP

CP
z IRC

I
====ωωωω                              (1) 

 
Hence the zero frequency is amplified by a ratio ICP2/ICP1. 
Choosing that ICP2 20 uA and ICP1 400 uA, C1 can be 
effectively amplified by a factor of 20 and then it can be 
integrated on chip. The design parameters of the loop filter 



are as follows: C1=40 pF, C2=40 pF, C3=15 pF, R2=4.6 k�, 
and R3=9.1 k�. Given that the VCO gain is 100 MHz/V, the 
reference frequency used to test this PLL is 33 MHz, the 
divider modulus is around 85, and the charge pump current is 
400 uA, the resulting PLL bandwidth is approximately 200 
kHz. 

The schematic of the charge pump is illustrated in Fig. 7. 
Switches are put at the sources of current mirrors to improve 
the switching speed and keep the switching noise low [13]. 
Since we use capacitors array to widen the VCO tuning 
range and keep VCO gain KVCO small, the operating voltage 
range of the VCO control voltage Vtune is kept in a linear and 
small range around half value of VDD. Therefore, the output 
swing of the charge pump needs not to be large, and thus we 
may use the cascaded transistors to form the current sources 
to increase the output impedance. 

 

 
Fig. 7 Schematic of the CP. 

 
 

Measurement Results 
 

The PLL frequency synthesizer was fabricated in a 
standard 0.18um CMOS process. The die area is 1 mm2 
(1.23mm×0.83mm) excluding the measurement pads and 
ESD protection circuits. This PLL frequency synthesizer 
draws 24 mA from a 2 V voltage supply and thus the total 
power consumption is 48 mW. The reference frequency used 
to test this frequency synthesizer is 33 MHz. 

The measured phase noise of the frequency synthesizer is 
shown in Fig. 8 where the measured phase noise is 
-96/-96/-120/-146 dBc/Hz at a frequency offset of 
10k/100k/1M/10M Hz. Fig. 9 shows the measured switching 
time of the frequency synthesizer including the AFC process, 
where the total switching time is about 22 us. The AFC 
process takes 12 us to settle while the phase-locked loop 
takes about 10 us. There are four time period in the AFC 
process including one idle period for the control node of the 
VCO to be switched back to PLL. The total switching time 
including the AFC process is measured to be less than 40 us 
in all frequency bands.  

The measured frequency shift of the PLL as a function of 
time (t) with various IgG concentrations is plotted in Fig. 10.  

 
Fig. 8 Measured synthesizer phase noise. 

 

 
Fig. 9  Measured AFC Process 
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Fig. 10 Measured frequency shift versus time with various 
IgG concentrations 



 
 
Fig. 12 Microphotographs of USD one cent, QCM in reaction chamber and PLL 
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Fig.  11 The slope of frequency shift with respect to time 
versus IgG concentration 
 
Clearly, frequency shift due to specific IgG-antiIgG binding 
can be detected for IgG concentrations from 60ug/mL to 
120ug/mL. For a given time, the frequency shift ( |df| ) 
increases with increasing concentration. The dependence of 
slope (=|df/dt|) on concentration is shown in Fig. 11 where a 
linear relationship is observed. In summary, the sensitivity of 
a traditional QCM biosensor is enhanced with the help of 
PLL because of the multiplication factor provided by the 
divider in the loop. Moreover, no extra optical setup or 
additional processing steps are required since the quartz 
crystal oscillator needed in a PLL is reused a microbalance 
for protein detection. Table I is the performance summary of 
the proposed protein bio-signal PLL. The microphotographs 
of USD one cent, QCM in reaction chamber and PLL are 
shown in Fig. 12. 
 

 
 
 

TABLE I 
PERFORMANCE SUMMARY 

 

Technology 0.18 um CMOS 

Measured IgG Range  60 ug/mL ~ 120 ug/mL 

Power Consumption 48 mW  

Supply Voltage 2V 

Reference Frequency 10 MHz 

Frequency Range 2.6 GHz~3.2 GHz 

Frequency Step Size < 1 Hz 

Synthesizer Phase Noise -96 dBc/Hz @ 10kHz 

-96 dBc/Hz @ 100kHz 

-120 dBc/Hz @ 1MHz 

-146 dBc/Hz @ 10MHz 

Bandwidth 200 kHz 

Lock Time 

( including AFC ) 
< 40 us  

Chip Size 1.23 mm X 0.83 mm (1mm2) 

Reference Spur -77 dBc @ 10MHz 
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Abstract— A waveguide-type acoustooptic modulator (AOM)
using coplanar AO coupling due to a surface acoustic wave
(SAW) in a crossed-channel optical waveguide is proposed for
an optical wavelength of 1.55µm. A novel tapered device was
designed to increase the length of the interaction region and
thus the driving surface acoustic wave (SAW) power lower. The
dependences of the diffraction properties on the SAW beam width
were simulated using a beam-propagation method (BPM). The
device was fabricated by the proton-exchange method and post-
annealing in a 128◦ rotated Y-cut LiNbO 3 substrate and the
diffraction properties were measured at an optical wavelength
of 1.55 µm. An 84% diffraction efficiency was obtained at the
driving voltage of 17 Vrms for a SAW beam width of 2 mm and
a driving frequency of 200 MHz. An optical frequency domain
range using the frequency shifted-feedback (FSF) fiber laser with
the waveguide-type AOM was demonstrated. The FSF fiber laser
with the waveguide-type AOM can be applied to optical frequency
domain ranging equally as well as one with the conventional
bulk-type AOM. Furthermore, to obtain a wide frequency-shift
range, a monolithically integrated tandem waveguide-type AOM
was designed and fabricated. The optical frequency shifts for
the sum of two driving frequencies and the difference frequency
ranging from DC to 5 MHz were observed.

I. I NTRODUCTION

A new type of laser which is called frequency shifted-
feedback (FSF) laser with unique spectral properties has been
developed and noticed for its potential applications[1]. The
FSF laser output consists of periodically generated chirped
frequency components whose chirp rate is faster than 100
PHz/s, and the FSF operation is achieved by feedback of
the first-order diffracted light of an intracavity acoustooptic
modulator (AOM), which is also called the AO frequency
shifter (AOFS)[2]. Furthermore, with erbium-doped fiber as
the gain medium, an FSF fiber laser is set up. With its
unique spectral features, the FSF laser has been demonstrated
to be a very useful light source in the optical frequency-
domain reflectometry (OFDR) technique[2], and has been
effectively applied to hydraulic pressure measurement[3], at-
mospheric temperature measurement[4], high accuracy optical
three-dimensional shape measurement[5], as well as to group
velocity dispersion (GVD) and polarization mode dispersion
(PMD) measurements for optical fibers[6][7].

In all these applications, a compact and stable FSF fiber
laser is required. However, in the present FSF laser system,
there is a difficulty in realizing the integration and stabilization

of the AOM because the bulk acoustic wave and the spatial
lights in the bulk-type AOM are used for obtaining the first-
order diffracted light, that is the frequency shifted light. To
solve this problem, the waveguide-type AOM driven by surface
acoustic waves (SAWs) using guided-optical waves in channel
optical waveguides is suitable. In fact, Tsaiet al. fabricated
such a waveguide-type AOM in a crossed-channel waveguide
on a LiNbO3 substrate fabricated by the Ti-diffusion method
and demonstrated at an optical wavelength of 0.633µm[8][9].
However, there have been no reports of success at an optical
wavelength of 1.55µm due to both the uneasy realization of
AO interaction over the small action length and the high SAW
drive power required in the long optical wavelength range.

In this study, we have proposed a waveguide-type AOM
in a tapered crossed-channel proton-exchanged (PE) optical
waveguide on a 128◦-rotated Y-cut LiNbO3 substrate for an
optical wavelength of 1.55µm[10][11]. First, the waveguide-
type AOM configuration is described and guided-optical waves
in the waveguide-type AOM were simulated using a beam-
propagation method (BPM). The dependences of the diffrac-
tion properties on the SAW beam width were investigated[12].
Next, the fabrication method of the waveguide-type AOM is
described and the diffraction properties were measured at an
optical wavelength of 1.55µm. An 84% diffraction efficiency
was obtained at the driving voltage of 17 Vrms for a SAW
beam width of 2 mm and a driving frequency of 200 MHz[12].
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Fig. 1. Configuration of waveguide-type AOM.
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Then, an optical frequency domain range using the FSF fiber
laser with the waveguide-type AOM was demonstrated. The
FSF fiber laser with the waveguide-type AOM can be applied
to optical frequency domain ranging equally as well as one
with the conventional bulk-type AOM[13]. Furthermore, to ob-
tain a wide frequency-shift range, a monolithically integrated
tandem waveguide-type AOM was designed and fabricated.
The optical frequency shifts for the sum of two driving
frequencies and the difference frequency ranging from DC to
5 MHz were observed[14].

II. CONFIGURATION AND DESIGN OFWAVEGUIDE-TYPE

AOM

The configuration of the waveguide-type AOM is shown in
Fig. 1. The waveguide was fabricated in the LiNbO3 substrate
using the proton-exchange (PE) method and post-annealing,
which is more easily realized because of the low-temperature
process. Moreover, the PE waveguide can maintain only
TM-modes because only the extraordinary refractive index
increases after the PE process. This is especially useful for
OFDR which needs a laser source with a high linear polariza-
tion. We chose a 128◦ rotated Y-cut LiNbO3 as the substrate
because as is well known, it has the highest electromechan-
ical coupling coefficient,K2=5.5 % for the X-propagation
Rayleigh-type SAW and its optical and AO properties such
as the change in the extraordinary refractive index (∆ne) and
photo-elastic constants after the PE process and post-annealing
have already been investigated[15]. The SAW is launched from
the interdigital transducer (IDT) fabricated on the substrate to
the diffraction region.

A. Waveguide shape in diffraction region

Figure 2 shows the waveguide shape in the diffraction
region of the waveguide-type AOM. The SAW power required
for 100% diffraction (P100) can be estimated by using a
coupled mode theory[16]. Figure 3 shows the calculatedP100

of TM0-mode as a function of the optical wavelength, which
was calculated under the assumption that the guided waves
propagate in the planar waveguide. From this result, theP100

increases with the optical wavelength. Furthermore, theP100 is
in inverse proportion to the length of the interaction region[16].
Therefore, if a simple crossed-channel waveguide such as that
reported at an optical wavelength of 0.633µm[8] is applied to
that at an optical wavelength of 1.55µm, the SAW drive power
becomes huge due to the short interaction region. According

to the above, we propose a waveguide shape, in which the
diffraction region is as shown in Fig. 2. To increase the length
of the interaction region, 10µm width of the input and output
waveguides is increased to a widthW of 120∼150 µm using
the tapered waveguides with a length ofLt of 7.5∼10 mm.
The incident light from Port 1 is diffracted by a SAW in the
area of SAW propagation and guided to Port 3, with a Bragg
angle of 1.01◦, given by:

θB = sin−1 λ

2NΛ
(1)

where λ is the optical wavelength in free space,N is the
effective refractive index, andΛ is the wavelength of the SAW.
The diffracted light is corrected by a tapered waveguide and
guided to the waveguide of Port 3. Using this novel shape, the
AO interaction region is longer than that in a simple crossed-
channel waveguide.

B. Beam-Propagation Analysis of Waveguide-Type AOM

OptiBPM 6.0 of Optiwave Co., Ltd. was used as the
analytical software. The optical waveguides of the waveguide-
type AOM shown in Fig. 1 are in a three-dimensional structure.
However, in this analysis, a two-dimensional structure with
uniform refractive index distribution in the depth direction
along they-axis was assumed to reduce the calculation time.
The analytical model has the same waveguide shape shown
in Fig. 2, i.e., ne (2.167) and∆ne (0.02), as the fabricated
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Fig. 4. Calculated diffraction properties for (a)L=4 mm andLg=2 mm,
and (b)L=4 mm andLg=3 mm.

waveguide-type AOM as described in Section III. Ports 1, 3,
and 4 were defined as the input port, diffracted output port,
and undiffracted output port, respectively. A Gaussian beam
with an optical wavelength of 1.55µm and a beam waist
diameter of 5µm was assumed as the incident light. The
analysis of the diffraction properties resulting from the SAW
was performed by setting the refractive index grating expressed
as∆ng sin(2πx/Λ) in the diffraction region. The period of the
grating Λ and the width of the gratingLg were equal to the
SAW wavelength of 20µm and the overlap length of IDT,
respectively. The parameters of the length of the diffraction
region on the waveguideL are 3, 3.4, and 4 mm, which are
used in the experiments as described in Section III. Diffraction
property as a function ofLg (0.5 mm<Lg<L) was simulated
for TM-mode propagation.

C. Simulated diffraction properties

As examples of the simulated diffraction properties,
Figs. 4(a) and 4(b) show the light powers of Ports 3 and 4
normalized by incident light power as a function of∆ng, in
the cases ofL=4 mm andLg=2 mm, andL=4 mm andLg=3
mm, respectively. These parameters are the same as those in

the experiment described in Section III. The solid lines in
Fig. 4 show the fitted curve in the form of sin2.

As is evident on comparing these figures, the diffraction
properties are improved by decreasingLg. As concrete im-
provements, it was found that the minimum powerPmin

4

in Port 4 decreases, the maximum powerPmax
3 in Port 3

increases, and the undesirable difference in∆ng between both
peaks decreases. Theoretically, the light powers in Ports 3 and
4, P3 andP4 should satisfy the energy conservation law, that
is, P3+P4 = 1. However, in all cases, the sum ofP3 andP4 is
smaller than 1 because the leakage of light occurs at the output
tapered waveguides. As can be seen in Fig. 4, with a decrease
in Lg, the sum ofP3 and P4 increases and approachesP4

without the grating.
Figure 5 shows the simulatedPmin

4 andPmax
3 as functions

of Lg for L=3, 3.4, and 4 mm. It was found that the
properties are improved with a decrease inLg and that the
improvements in the diffraction properties do not depend on
L. The diffraction properties showed an optimum value at
approximatelyLg=0.8 mm.

On the other hand, the∆ng required for the maximum
diffraction efficiency increases with a decrease inLg. This
means that the input voltage to obtain the maximum diffraction
efficiency increases.

D. Simulated optical field distribution

To clarify the reason for the improvements in the diffraction
properties, the optical field distribution was also simulated.
Figures 6(a)-6(c) show the three-dimensional display in the
waveguide withL=4 mm in the cases ofLg=0 (without grat-
ing), 2, and 3 mm, respectively, for the maximum diffraction
efficiency.

The fundamental mode from the normal waveguide propa-
gates with a curved wave front in the input tapered waveguide.
In the case without the grating [Fig. 6(a)], the optical mode
propagates through the diffraction region to Port 3 without
leakage, and is corrected by the output tapered waveguide.
Because of this correction, the local concentration of the field
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distribution is observed around the oblique side of the output
tapered waveguide.

On the other hand, the optical mode in the case with the
grating [Figs. 6(b) and 6(c)] shows a complicated interference
after dividing in the grating and part of this interference leaks
to the undiffraction port. As can be seen from Figs. 6(b)
and 6(c), by decreasingLg, the degree of leakage to the
undiffraction port can be reduced and the diffracted light
power can be improved.

III. E XPERIMENTAL METHODS

To confirm the above analytical results, a waveguide-type
AOM was fabricated with several parameters of the SAW
beam widthLg and the length of the diffraction region on
the waveguide,L, and its diffraction properties were evaluated
experimentally.

A. Fabrication of waveguide-type AOM

The channel waveguide was fabricated by first forming an
RF-sputtered Ta2O5 mask with a film thickness of 0.08µm by
the lift-off method on 128◦ rotated Y-cut LiNbO3, and then by
the PE process and post-annealing. The fabrication conditions
and the channel waveguide width of 10µm were designed
to obtain a lower coupling loss for a polarization maintained
fiber of 1.55µm optical wavelength and to maintain only the
fundamental mode in the depth direction. As a result, the
conditions used were as follows: a PE time of 1 h 15 min
in a solution of benzoic acid containing 0.2 mole % lithium
benzoate at 240◦C, an annealing time of 1 h 40 min at 400◦C.
A Gaussian index profile with a change in extraordinary
refractive index (∆ne) of 0.021 and a waveguide depth of 4.1
µm at ∆ne/e was obtained. After polishing and AR-coating
the end face of the waveguide, a pair of normal IDT with
a period lengthΛ of 20 µm, N finger pairs and an overlap
length ofLg were formed on the substrate by an aluminum thin
film using a photo-etching process. The overall dimensions of
the fabricated waveguide-type AOM were 28×14 mm2 as is
shown in Fig. 1.

The parameters of the tapered crossed-channel waveguide
shape and the IDTs of the five types of fabricated waveguide-
type AOM are shown in Table I. As parameters of the sample,
a length of the diffraction region on the waveguideL of 3.0,
3.4 or 4.0 mm and a SAW beam width (an overlap length of
IDT), Lg, of 2.0 or 3.0 mm were chosen. The fabrication of a
sample withLg less than 2.0 mm was not attempted because
it is difficult to observe a peak diffraction due to a large input
voltage. The 10µm width of the channel waveguide of each
port was increased to 120, 130 or 152µm in the diffraction
region using a tapered waveguide with a length of 7.5, 8.4 or
10.0 mm. The angle of the tapered waveguide,θt, for all types
was set to be 0.40◦.

Signal
Generator

Pulse
Modulator

Function
Generator

Attenuator
Pre.Amp. Amp.

LD
1.55µm

P.C.

Optical
Power 
Meter

P.C.: Polarization Controller
Ref.

PM Fiber Lens Lens
AOFS

Oscilloscope

Trigger

Signal
Generator

Pulse
Modulator

Function
Generator

Attenuator
Pre.Amp. Amp.

LD
1.55µm

P.C.

Optical
Power 
Meter

P.C.: Polarization Controller
Ref.

PM Fiber Lens Lens
AOFS

Oscilloscope

Trigger

AOM

Fig. 7. Diffraction properties measurement setup.



TABLE I

FABRICATION CONDITIONS AND EXPERIMENTAL RESULTS FOR WAVEGUIDE-TYPE AOM.

Parameters of waveguide shape Parameters of IDTs Max. diffraction Min. undiffraction
Sample L (mm) Lt (mm) W (µm) Lg (mm) N efficiency (P max

3 ) efficiency (P min
4 )

A 3.4 8.4 130 2 30 76% at 16.1 Vrms 8.5% at 17.6 Vrms

B 4.0 10.0 152 2 30 84% at 16.7 Vrms 9.9% at 17.7 Vrms

C 3.4 8.4 130 3 20 63% at 12.6 Vrms 15% at 14.6 Vrms

D 4.0 10.0 152 3 20 64% at 12.9 Vrms 20% at 14.4 Vrms

E 3.0 7.5 120 3 20 65% at 13.8 Vrms 11% at 16.6 Vrms
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Fig. 8. Measured diffraction efficiency for samples with (a)L=4 mm and
Lg=2 mm, and (b)L=4 mm andLg=3 mm.

B. Diffraction properties

The diffraction properties of the waveguide-type AOM were
measured using a 1.55µm laser diode. Figure 7 shows the
measurement setup for the diffraction properties. In order to
prevent the generation of heat due to the SAW power, a pulse-
modulated RF voltage was supplied to the input IDT. The pulse
period and duty ratio were 20 ms and 1/20, respectively, that
is, the pulse width was 1 ms.

The measured maximum diffraction and minimum un-
diffraction efficiencies for each sample are shown in Table I.
Figures 8(a) and 8(b) show the diffraction properties as func-
tions of input voltage for sample B ofL=4 mm andLg=2

mm, and sample D ofL=4 mm andLg=3 mm, respectively.
According to the simulated results in Fig. 4, by decreasing
SAW beam width, the diffraction properties were improved.

The maximum diffraction efficiencies for samples A and
B with Lg=2 mm were 76 and 84%, respectively, and these
values are larger than those of other samples withLg=3 mm.
Furthermore, for samples A and B, the minimum undiffrac-
tion efficiency slightly improved compared with other values.
However, a smallLg means that the driving voltage required to
obtain the maximum diffraction efficiency increase. Moreover,
as can be seen from Fig. 8 and Table I, the undesirable voltage
difference between the maximum diffraction efficiency and
the minimum undiffraction efficiency was improved to 1∼1.5
Vrms from 1.5∼3 Vrms by decreasing SAW beam width
according to the simulated diffraction properties.

On the other hand, for the parameterL, no major change in
the diffraction properties was observed. Therefore, it is clear
that the improvements in the diffraction properties are achieved
by decreasing SAW beam width, and that no dependence is
observed between the diffraction properties and the length of
the diffraction regionL.

C. Optical frequency domain ranging using FSF fiber laser

An optical frequency domain range using the FSF fiber
laser with the waveguide-type AOM was demonstrated. To
fabricate a fiber-to-fiber device, the waveguide-type AOM was
incorporated into a module and optically connected to the
input and output polarization-maintained (PM) fiber arrays,
which are constructed by the twin-core ferrule with a pitch
of 375 µm, through the collimating and condensing lenses.

Fig. 9. Photograph of waveguide-type AOM module.
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Figure 9 shows a photograph of the module of the waveguide-
type AOM. A FC type connector was used for optical input
and output.

The experimental setup of optical frequency domain ranging
using the FSF fiber laser with the waveguide-type AOM is
shown in Fig. 10. The erbium-doped fiber (EDF) with the fiber
length of 13 m was used as a gain medium. The waveguide-
type AOM was driven at a frequency of approximately 200
MHz. The optical frequency of laser light diffracted by an
elastic wave through an acoustooptic effect is Doppler shifted
by the acoustical frequency. Therefore, the light in the cavity
is frequency shifted every round trip by feeding the diffracted
light of the waveguide-type AOM back into the EDF.

The FSF fiber laser output with periodically generated
chirped frequency components was split into the two arms
of the Mach-Zender interferometer. The adjustable path dif-
ference was obtained by including the propagation length of
spatial light to one arm. The beat signal was detected with
a photodetector and the beat spectrum was analyzed using
an RF spectrum analyzer. Figure 11 shows the observed RF
spectrum. The beat frequency is shifted with path length. The
fixed signals at 1.75 MHz and 3.5 MHz are generated by
undesirable reflection in the cavity. A linear relationship is
observed between the beat frequency and the path length, as
shown in Fig. 12[17].

On the basis of the above results, it is apparent that the FSF
fiber laser with the waveguide-type AOM can be applied to
optical frequency domain ranging equally as well as one with
the conventional bulk-type AOM.

IV. M ONOLITHICALLY INTEGRATED TANDEM AOM

A wide frequency-shift range makes it attractive for various
applications in optical measurements. For instance, using an
AOM with a lower frequency shift to realize the FSF fiber
laser, longer-distance optical frequency-domain ranging is
possible without the determination of the beat order[18]. Using
a simple AOM, the frequency shift is almost fixed at around
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the center frequency of the transducer. On the other hand,
using several AOMs and combining upward and downward
frequency shifts, a FSF laser oscillation with a small frequency
shift was obtained[19][20]. However, it is difficult to realize
a compact and stable FSF laser system. Therefore, a structure
in which several waveguide-type AOMs are connected in
tandem on the same substrate can be considered to be suitable.
Moreover, by improving driving power and extinction ratio
in this structure, the tandem AOM can be applied to matrix
optical switches in photonic networks.

In this section, the monolithically integrated tandem
waveguide-type AOM, hereafter abbreviated as the tandem
AOM, is investigated.

A. Design and Fabrication of Tandem AOM

The overall configuration of the tandem AOM is shown in
Fig. 13. The structure considered is a 2×4 optical switch
consisting of one 2×2 and two 1×2 switches. The input
ports of the two second-stage 1×2 switches are connected
to the two output ports of the first-stage 2×2 switch on the
same substrate. Similar to the single waveguide-type AOM, to
increase the length of the diffraction region, the 10µm width
of the single-input four-output waveguide is increased to 100
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µm using a tapered waveguide 3.3 mm long. The first- and
second-stage switches were connected together by the 100-
µm-wide straight waveguide according to the waveguide shape
designed using BPM as described later. Two pairs of IDTs
with a wavelengthΛ of 32 µm and an overlap length of 2
mm are used to propagate the SAW with a center frequency
of approximately 120 MHz in the first and second stages of
the diffraction regions.

Using this structure of the tandem AOM, the optical fre-
quency shifts for the sum of two driving frequencies and the
difference between two driving frequencies can be obtained
by combining the upward and downward frequency shifts in
the first and second SAWs. Moreover, the tandem AOM has
a function in which the input beam from Port I1 or I2 can be
switched to any of the output ports from Port O1 to O4 by
combining the propagations of the first and second SAWs.

In the connection part between the first- and second-stage
switches, two types of waveguide shapes, namely, the 3.3-mm-
long tapered waveguide and with the 100-µm-wide straight
waveguide, were designed. The optical field distribution and
diffraction property in these waveguide shapes were simulated
using BPM for TM-mode propagation.

Figures 14(a) and 14(b) show three-dimensional displays
for the tapered and straight waveguides, respectively, when
the refractive index grating required to achieve the maximum
diffraction efficiency was set in the first and second diffraction
regions. As can be seen from these figures, the amplitude of
the optical field in the undiffracted port, which corresponds to
the leakage loss, for the tapered waveguide is almost the same
as that for the straight waveguide. However, the leakage of
the latter which is scattered from connection points between
the first and second stages is smaller than that of the former.
The calculated values of the beam power in each output port
are also shown in Figs. 14(a) and 14(b) when the input power
to Port I1 is 1.0. The maximum doubly diffracted power in
Port O3 for the tapered and straight waveguides were 0.25
and 0.48, respectively. Therefore, the straight waveguide was
adopted for the tandem AOM.
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Fig. 14. Amplitude distribution ofEy on tandem AOM with (a) 3.3-mm-long
tapered waveguide and (b) with 100-µm-wide straight waveguide. Values at
each output port show beam power normalized by input power.

B. Experimental Setup and Results

The fabrication conditions of the waveguide were the same
as mentioned in Section III. After polishing and AR-coating
the end face of the waveguide, a pair of normal IDTs with
Λ=32 µm, 20 finger pairs and an overlap length of 2 mm was
formed in the first and second stages. The substrate size after
polishing the end face was 32×16 mm2.

Diffraction properties were measured using a 1.55µm laser
diode at a driving frequency of approximately 120 MHz. Max-
imum diffraction efficiencies of 92% and 83% were obtained
using the first and second SAWs, respectively. The diffraction
properties on the input voltage supplied to the second SAW
at the maximum diffraction efficiency by the first SAW is
shown in Fig. 15. A peak diffraction efficiency of 63% was
obtained by driving both stages at the same frequency. This
diffraction efficiency is considered to be sufficient for FSF
fiber oscillation.

On the other hand, the minimum undiffraction efficiencies
were approximately 20% in every case of first and second
SAWs. It is necessary to improve this extinction ratio to apply
the tandem AOM to the optical matrix switch.
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Similar to the single AOM, the tandem AOM was incor-
porated into a module using the input and output PM fiber
arrays, which are constructed by the twin-core or four-core
ferrule with a pitch of 125µm. Using this module, the optical
frequency shift was demonstrated by combining the upward
and downward frequency shifts in the first and second SAWs.
An optical heterodyne detection setup, shown in Fig. 16,
was used to measure the frequency shift. The 1.55µm laser
diode output was split into the two arms of the Mach-Zender
interferometer. The tandem AOM module, which was driven
by both stages at frequenciesf1 andf2 of approximately 120
MHz, was inserted in one arm, and caused the tested beam to
undergo a frequency shift off1 − f2 or f1 + f2. The beam
produced by combining the tested and reference beams was
coupled with a photodetector to realize heterodyne detection.
The beat signal was observed using an oscilloscope and the
beat spectrum was measured using an RF spectrum analyzer.

Figure 17 shows an example of the observed beat signal
when the difference frequencyf1 − f2 was 500 kHz. Since
the period of the beat signal was observed to be 2µs, it
is confirmed that the output beam from the tandem AOM
has an optical frequency shift corresponding to the difference
frequency of 500 kHz. The optical frequency shift for the sum
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of two frequenciesf1 + f2 was also observed.
The beat intensity as a function of the difference frequency

f1−f2 is shown in Fig. 18. In this case, the driving frequency
f2 was changed whilef1 was fixed at 122 MHz. A low-
frequency shift ranging from DC to approximately 5 MHz
which can be hardly be obtained by a single AOM was
obtained. This bandwidth corresponds to that of the IDT used
for exciting SAWs. Therefore, an optical frequency shift with
a wider bandwidth can be obtained by decreasing the number
of IDT pairs.

V. CONCLUSION

A waveguide-type AOM in a tapered crossed-channel
proton-exchanged (PE) optical waveguide on a 128◦-rotated Y-
cut LiNbO3 substrate was proposed for an optical wavelength
of 1.55µm. The following results were obtained in this study.

1) An analysis using BPM showed that the diffraction
properties can be improved by decreasing the SAW
beam width.



2) According to the simulated diffraction properties, for the
fabricated waveguide-type AOM with an IDT width of
2 mm, an 84% diffraction efficiency was obtained at the
driving voltage of 17 Vrms and a driving frequency of
200 MHz.

3) An optical frequency domain range using the FSF fiber
laser with the waveguide-type AOM was demonstrated.
The FSF fiber laser with the waveguide-type AOM can
be applied to optical frequency domain ranging equally
as well as one with the conventional bulk-type AOM.

4) A monolithically integrated tandem waveguide-type
AOM was designed and fabricated. The optical fre-
quency shifts for the sum of two driving frequencies
and the difference frequency ranging from DC to 5 MHz
were observed.

On the other hand, the minimum undiffraction efficiencies
were approximately 10∼20% in every case. To obtain a higher
extinction ratio, an optimization of the waveguide shape is
needed.

In the future, FSF fiber laser oscillation will be demon-
strated using the tandem AOM, and the improvement of the
extinction ratio will be investigated for application to an
optical matrix switch. Furthermore, a waveguide-type AOM
with a lower driving voltage will be achieved by utilizing a
unidirectional transducer.
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Abstract-This work has investigated the detecting 

properties of surface acoustic wave (SAW) gas sensors 
based on L-glutamic acid hydrochloride to ammonia. This 
sensor exhibited the properties of excellent reversibility, 
sensitivity, and repeatability to ammonia detection. The 
sensitivity of the SH-SAW ammonia sensor was 4.6 
ppm/ppm and the mass loading dominated the 
perturbation in dry nitrogen at 50°C. The interference of 
the humidity on the ammonia sensors was also studied in 
this work. As the humidity rose in the environment, the 
perturbation was primarily from the elastic effect. This 
work would estimate the cross-sensitivity of the 
interference of the humidity. Finally, the neural network 
technique was used to identify ammonia in the 
environment. 
 

I. INTRODUCTION 

Ammonia is an important species for the refrigeration 
and fertilizer industries and its toxic nature introduces a need 
to monitor it quantitatively at its low concentration. Ammonia 
can also be found in the breath of a patient who got gastric 
adenocarcinoma. So the detection of ammonia concentrations 
becomes a considerable interest in clinical diagnosis. Some 
ammonia gas sensors based on different chemical interfaces 
have been developed. These chemical interfaces include 
metal-oxides [1-6] and polymer films [7-12]. Most of 
metal-oxides must be operated at an appropriately high 
temperature, such as a SnO2 sensor was operated at 350oC [1]. 
Recently, Varghese et al. [6] employed Al2O3 as sensitive 
layer to successfully detect ammonia at room temperature. 
From the earlier investigations [1-6], metal-oxides are 
suitable for detecting middle-high concentrations of ammonia.  
Polymer films are superior to metal-oxides, given their low 
detection limit and selective detection at room temperature. 
The investigations on the use of polymer films proved to 
polymer films can detect ammonia effectively.  The lowest 
limit of detection (LOD) reported in the previous 
investigation was 1ppm to ammonia [11]. 

In recent years, we have investigated and published the 
sensing properties of SAW sensors with coating L-glutamic 
acid hydrochloride to detect ammonia gas from 0.9 to 
45100ppm [13,14], in which the L-glutamic acid 
hydrochloride exhibited fairly reliable, sensitive, reversible, 
and repeatable gas sensing properties at room temperature. 
The selectivity of L-glutamic acid hydrochloride to ammonia 
was also good and the long-term stability of the SAW 
response exhibited a good performance at room temperature. 
Meanwhile, the detection limit of L-glutamic acid 
hydrochloride for airborne ammonia had been estimated to be 

0.56ppm at room temperature. However, the response of 
L-glutamic acid hydrochloride to ammonia less than 100ppm 
was not linear at room temperature. We have further 
investigated the sensing properties of lower ammonia 
concentration (below 23ppm). The linearity of response was 
especially studied. The frequency shift versus ammonia 
concentration above 40oC was a monotonic-function and 
linear [15]. Consequently, we kept focusing on investigating 
the ammonia detection in ppb level at 50oC. It makes possible 
to be applied in clinical diagnosis. 

The interference of the humidity is often a serious 
problem of ammonia sensors. All previous studies, which 
investigated the interference of the humidity so far, made the 
discussions when the concentration of ammonia was more 
than 1 ppm. In fact, it is necessary to realize the interference 
of the humidity on the detection of ppb concentration of 
ammonia for the application of the biosensor.  

The shear horizontal surface acoustic wave (SH-SAW) 
device fabricated on LiTaO3 substrate is a well known liquid 
sensor, because it does not present severely attenuation when 
the surface is loaded with a liquid. In addition, the advantages 
of SH-SAW device, such as a high electromechanical 
coupling coefficient, relative small size, fabrication 
reproducibility, and fast output, are attractive to be the gas 
and liquid sensors. So this work investigated the SH-SAW 
sensor coated with L-glutamic acid hydrochloride to 
demonstrate the interference of the humidity on the detection 
of ppb concentration of ammonia. Finally, this work applied 
the neural network technique to identify ammonia in 
humidity to prove the possibility of the application of the 
sensors. 
 

II. EXPERIMENTAL 

The SH-SAW sensor designed as two-port resonators 
were fabricated on a 36oYX-LiTaO3 substrate by lift-off 
methods, using aluminum 1200 Å metallization. A metal 
layer was deposited on the cavity for good adhesion of the 
chemical interface. The structure of the SH-SAW sensor in 
this work is illustrated in Fig. 1. The characteristics of the 
SH-SAW resonators were measured by network analyzer 
(E5071A, Agilent, USA). L-glutamic acid hydrochloride was 
the chemical interface. A known quantity of L-glutamic acid 
hydrochloride (Aldrich, USA) was weighed and dissolved in 
a known volume of deionized water at 75°C, to a 
concentration of 0.1 mg/ml. Prior to the coating layer being 
applied, the surface of the SH-SAW resonators had been 
cleaned in acetone, and dried in an oven (Rendah, Taiwan) at 
80oC. Then, a coating of L-glutamic acid hydrochloride was 
deposited on the surface of the SH-SAW resonators by air 



brushing. The thickness of L-glutamic acid hydrochloride 
was approximately 2900 Å measured by ellipsometry. 

Two SH-SAW resonators were introduced into a 
SH-SAW sensing system (Nenogram balance, ftech, Taiwan), 
which applied a dual-device configuration. The RF electronic 
oscillator circuit generated RF signals in SH-SAW sensing 
system. The precise temperature-controller ensured 
temperature stability with ± 0.01oC. The dry nitrogen diluted 
the ammonia and was also the carrier gas. A gaseous 
ambience was controlled by the mass flow controller (Sierra, 
USA) on the flow rate of 110ml/min. All detections were 
preceded at 50°C. Before testing gas exposure, the sensors 
were exposed in dry nitrogen for 30 min to stabilize the initial 
SH-SAW signal. Lastly, a frequency counter monitored the 
frequency shifts in SH-SAW sensing system, which was 
connected to a computer system via a RS-232 interface board. 

 

 
Fig. 1  Two-port SH-SAW resonator used in this study. 

 

 

Fig. 2  Circuit of the oscillator applied in this study 

 
III. RESULTS AND DISCUSSION 

Figure 2 plots the circuit of the oscillator applied in this 
study. It used two amplifiers and a tunable attenuator to 
supply enough gain for the oscillation. In general, the sum of 
amplifiers’ gain and SH-SAW resonator’s attenuation at 
well-defined frequency of oscillation is at least 0dB to satisfy 
Barkhausen’s criteria. To ensure oscillation during detection, 
therefore the sum of amplifiers’ gain and SH-SAW resonator’s 
attenuation at well-defined frequency of oscillation was larger 
than 4dB in this study. Total phase, including the amplifiers, 
attenuator, resistors, and capacitors in feedback circuit, 

measured by network analyzer was approximately 360o. 
Hence, the phase of SH-SAW resonator should be zero or 
integer times of 360o at well-defined frequency of oscillation 
to satisfy Barkhausen’s criteria. On the other hand, the length 
of cavity in two-port SH-SAW resonator should be enough to 
deposit the chemical interface as mentioned above. However, 
the long length of cavity resulted in a multimode in 3-dB pass 
band, and it frequently occurred mode hopping during 
detection. In order to satisfy Barkhausen’s criteria for 
oscillation and avoid the mode hopping simultaneously, the 
phase of SH-SAW resonator designed in this study was set to 
be zero at well-defined frequency of oscillation, and the 
separation between different modes in 3-dB pass band was as 
large as possible.  

 

(a) 

 
(b) 

Fig. 3 Frequency response of two-port SH-SAW resonator: (a) simulation 
and (b) measurement 
 
The design parameters of the SH-SAW resonator in this 

study were: the wavelength was 28µm, pairs of IDT were 29, 
aperture was 750µm, length of reflector was 1400µm, length 
of cavity was 1148µm, the width of metal layer was1127µm, 
and the metallization ratio was 0.5. Figure 3 illustrates the 
frequency response of the SH-SAW resonator designed in this 
study. By COM simulation, it designed the zero degree of the 
phase at 148.8MHz. The measurement results were 
significantly consistent with the simulation. Both exhibited 
two modes existing in 3-dB pass band and the separation 
between two modes was approximately 1.4MHz. The 



oscillation frequency measured by the spectrum (4395A, 
Agilent, USA) and shown in Fig. 4 was stably at 148.86MHz 
after SH-SAW resonator being connected with the oscillator 
shown in Fig. 2. 

 

Fig. 4  Oscillation of two-port SH-SAW resonator in measurement. 

 
Fig. 5  Response of the SH-SAW gas sensor to 300 ppb ammonia in dry 

nitrogen at 50oC. 
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Fig. 6 Responses of the SH-SAW sensor to the concentration of 

ammonia in dry nitrogen at 50°C. 
 

Figure 5 displays the response of the SH-SAW gas 
sensor to 300 ppb ammonia in dry nitrogen at 50oC. The 
response time was in seconds of exposure to ammonia in dry 
air and the response quickly returned to the base line when 
ammonia was turned off. Three gases on/off cycles performed 
a similar response, revealing repeatable detection properties. 
The responses were almost identical. This meant that the 
L-glutamic acid hydrochloride film was reversible. The 
responses of the SH-SAW sensors to 40-400 ppb ammonia 
were measured in dry nitrogen at 50oC and shown as Fig. 6. It 
shows that the negative frequency shift linearly increased as 

the ammonia concentration increased from 40 ppb to 400 ppb. 
The sensitivity, which is the slope of the curve, of the 
SH-SAW sensor was 4.6 ppm/ppm in dry nitrogen at 50°C. 
Fig. 7(a) indicates the frequency shift due to the absorption of 
humidity. The positive frequency shift rapidly increased as 
humidity increased until 40%RH. Then the frequency shift 
gradually increased and saturated at 60%RH. Fig. 7(b) shows 
the responses to 40 ppb ammonia gas as a function of 
humidity. It illustrates the similar results to Fig. 7(a). 
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Fig. 7  (a) Responses of the SH-SAW sensor to the relative humidity at 

50°C. 
(b) Responses of the SH-SAW sensor to 40 ppb ammonia in 

humidity at 50°C. 
 

The L-glutamic acid hydrochloride deposited on the 
surface of the SH-SAW sensor acts as a selective sink. The 
responses of the sensor depend on the changes of properties 
of the L-glutamic acid hydrochloride to the absorption of 
target. L-glutamic acid hydrochloride is a stiff and 
non-conductive material, so the perturbation after absorption 
can be described as follows [16]  
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where 1k  and 2k  are negative constants of the substrate 
material, h is the thickness of the chemical interface, λ, µ are 
the bulk and shear moduli of the chemical interface, and fρ  
is the density of the chemical interface. The two terms on the 
right of Eq. (1) indicate the contributions of change in mass 
loading and elastic effect, respectively, to total changes in 
frequency shift of the SH-SAW sensor. The frequency 
response is negative when the change in the elastic effect is 
negligible or smaller than the change in the mass loading, 
whereas a positive frequency response occurs as the elastic 
effect significantly increases and exceeds the change in mass.  

The negative frequency shift shown in Fig. 6 presents 
that the elastic effect was negligible or small during detecting 
ammonia in dry nitrogen at 50°C. Fig. 7(a) illustrates that the 
absorption of water molecules could change the modulus of 
L-glutamic acid hydrochloride and made the elastic effect to 
significantly increase and exceed the effect in mass loading. 
The further increasing humidity above 60%RH did not 
significantly change the modulus and resulted in the 
saturation of the response. Fig. 7(b) also indicates that the 



contribution resulted from humidity was evident.  
Therefore, the responses of the sensor can not be 

described by a simple linear combination of the individual 
sensitivities for dry ammonia and humidity. A mathematical 
relation of the response characteristics to dry ammonia and to 
humidity can be described as [17] 

 
( ) ( ) ( ) ( ) ( )OHNHOHNHOH,NH 232323

SDSSSS ++= ,  (2) 
 

where ( )OH,NH 23
S  is the frequency shift to ammonia in 

humid air in Hz, ( )3NHS  the frequency shift to ammonia in 

dry nitrogen in Hz, ( )OH2
S  the frequency shift to humidity in 

Hz, and D is the cross-sensitivity. The third term on the right 
of Eq. (2) is a cross-term that describes the mutual 
dependence of the response on ammonia and humidity. To 
explain the interference from humidity, ( )OH,NH 23

S , ( )3NHS , 

and ( )OH2
S  were separately measured and substituted into 

Eq. (2). The cross-sensitivity, shown as Fig. 8, to ammonia 
nonlinearly varied between ± 9×10-4 Hz-1. For typical values 
of relative humidity in room ambient air (35to 60%), the 
cross-sensitivity, D, in this work is smaller than that (=0.018) 
of 4,4′,4′′-[benzene-1,3,5-triyl- tri(ethin-2,1-diyl)tribenzoic 
acid] (SPCA) coated thickness shear mode (TSM) ammonia 
sensors [17]. It demonstrates that L-glutamic acid 
hydrochloride takes less interference of the humidity than 
SPCA.  
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Fig. 8  Dependence of the cross-sensitivity of the SH-SAW sensor on 
ammonia concentration and relative humidity at 50°C. 

 
In order to identify ammonia in humidity, a fully 

connected feed-forward neural network with size 2-10-1, i.e., 
2 nodes in the input layer, 10 nodes in the hidden layer, and 1 
node in the output layer, was used in this work. Each node in 
a layer was connected to all the nodes in the layer above it. 
The sigmoid function is used as the signal transfer function 
for all nodes in the neural model. Its math form can be simply 
expressed as follows. Suppose we denote the output of node j 
is Xj, then 

∑−+
=

i
iij

j )Xwexp(1
1X ,  (3) 

where wij is the strength of connection between node j and its 
input node Xi  in the layer below. Training is equivalent to 
find the proper weights such that a desired output could be 
generated for a given input. In this work, error 
back-propagation learning algorithm was used to train the 
neural model we developed. The inputs of neural model were 
the frequency shift and the humidity, the output was the 
concentration of ammonia.  
 
Table I The comparisons between real measurement and identification by 

neural model. 

Inputs of neural model Output of 
neural model 

Relative 
humidity(%RH) ∆f/f (ppm) Concentration 

(ppb) 

Concentration 
by 

measurement 
(ppb) 

Absolute 
error(ppb)

20 1.20 133.82 142.20 8.38
20 1.22 115.74 121.60 5.86
20 1.47 51.15 62.30 11.15
30 1.98 205.91 219.20 13.29
30 2.01 189.47 179.60 9.87
30 2.02 177.85 164.40 13.45
30 2.14 100.71 109.60 8.89
40 3.31 188.46 179.60 8.86
40 3.50 105.46 109.60 4.14
50 4.21 177.92 179.60 1.68
50 4.25 163.62 164.40 0.78
50 5.12 127.26 121.60 5.66
50 5.56 84.92 81.00 3.92
60 7.85 200.45 198.70 1.75
60 8.02 137.07 142.20 5.13
60 8.11 120.60 121.60 1.00
70 8.30 211.34 219.20 7.86
70 8.39 168.08 164.40 3.68
70 8.45 137.47 142.20 4.73
70 9.08 43.65 40.00 3.65
80 8.82 157.93 164.40 6.47
80 8.86 140.94 142.20 1.26
80 8.88 126.37 121.60 4.77
80 9.38 45.41 40.00 5.41
90 8.04 212.92 219.20 6.28
90 8.13 184.14 179.60 4.54
90 8.26 117.14 109.60 7.54
90 8.44 72.85 81.00 8.15
90 8.56 62.08 62.30 0.22

Mean absolute error = 5.80 ppb 
 

Table I shows the comparisons between real 
measurement and identification performed by neural network. 
It shows that the results of identification quite approximated 
to the measurement data. The mean absolute error (MAE) 
between the identified concentrations of ammonia and the 
actual ones was 5.80 ppb. Hence, we conclude that the 
concentrations of ammonia in humidity were predicated 
effectively. The application of the SH-SAW ammonia sensors 
coated with L-glutamic acid hydrochloride can continuously 
be developed. 
 



IV. CONCLUSION 

In this work, the interference of the humidity on the 
SH-SAW ammonia sensors coated with L-glutamic acid 
hydrochloride was studied when the concentration of 
ammonia was less than 1 ppm. The sensitivity of the sensor 
was 4.6 ppm/ppm and the mass loading primarily dominated 
the perturbation in dry nitrogen at 50°C. However, in 
humidity environment, the frequency shift of the sensor had 
positive responses and the contribution of the elastic effect 
was significant. The cross-sensitivity from humidity 
nonlinearly varied with a range of 9×10-4 Hz-1. In our study, 
the neural network technique was used to overcome the 
interference of the humidity caused. The neural model could 
effectively perform the identification of ammonia in a 
common ambience. The mean absolute error after 
identification performed by neural model was 5.80 ppb. In 
future, based on the good performance of the SH-SAW 
ammonia sensors coated with L-glutamic acid hydrochloride, 
our lab will keep studying this sensor for practical 
application.  
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Abstract-Tantalum pentoxide (Ta2O5) thin film has high 
dielectric constant and stable chemical properties. It is a 
good solution for tunneling effect due to the reduction of 
gate length in semiconductors. In addition, it has high 
refraction coefficient and band gap, thus has potential 
application on solar cells. From literatures, as grown in 
preferred (2 0 0) axis crystalline structure it also has 
good piezoelectric property (high k33) and could be used 
in MEMS, resonator, filters (FBAR, surface acoustic 
wave devices). In previous studies, the growth of 
preferred oriented Ta2O5 thin film was performed at 
elevated temperatures (>850oC) with metal Tantalum 
target. This causes difficulties for IC manufacturing 
process. We deposited preferred oriented Ta2O5 
piezoelectric thin film by RF magnetron sputtering 
process with sintered Ta2O5 target at reduced temperature 
(400oC). The piezoelectric ity and referred (2 0 0) axis 
crystalline structure are demonstrated. 

 
I. INTRODUCTION 

 Tantalum pentoxide (Ta2O5) thin film has high 
dielectric constant and stable chemical properties. It is a 
good solution for tunneling effect due to the reduction of 
gate length in semiconductors. In addition, it has high 
refraction coefficient (n=2.18 at λ=550nm) and band gap 
at 4.2eV, thus has potential application on solar cells. 
Ta2O5 thin film was not widely studied for piezoelectric 
applications. From limited literatures, as grown in 
preferred (2 0 0) axis crystalline structure it also has 
good piezoelectric property (high k33) and could be used 
in MEMS, resonator, filters (FBAR, surface acoustic 
wave devices). The comparison of material properties are 
listed in Table 1 and 2. Compared to ZnO and AlN, 
Ta2O5 thin film has higher electrical mechanical coupling 
coefficient and medium acoustic speed. In previous 
studies, the growth of preferred oriented Ta2O5 thin film 
was performed at elevated temperatures (>850oC) with 
metal tantalum target and oxide atmosphere [2]. This 
causes difficulties for IC manufacturing process. In this 
paper we successfully deposited preferred oriented Ta2O5 
piezoelectric thin film by RF magnetron sputtering 
process with sintered Ta2O5 target at reduced temperature 
(400oC). 
 

II. MATERIAL SYNTHESIS 
Following previous studies [3], pure metal Ta target 

was used first at different oxygen concentrations and the 
XRD results show that no significant crystalline structure 
was found. Annealing process was then taken and the 
results are shown in Figure 1 and 2. It was found that 
pure O2 is favorable to the growth of crystalline. In 
addition, as the annealing temperature rises above 800 oC 
the crystalline starts to grow. However, the preferred 
orientation is not significant as the spurious peaks shown. 
Thus, ceramic target and pure O2 condition was adopted. 
26g tantalum oxide powders (99.993%, Density 8.2, Alfa 
Aesar) were pressed in 2.5” dia. mould. The target was 
then sintered at 1250oC for 6 hrs and shrunk to 2” dia. 
The target was then placed at 5.0cm distance from 
silicone (p-type [1 0 0]) substrate. The effect of 
sputtering pressure and power are shown in the XRD 
results in Figure 2 and 3 respectively. Based on Sherrer 
formula from FWHM the grain size at different 
sputtering pressure is shown in Figure 4. The grain size 
decreases as the sputtering pressure increases. For 
piezoelectricity measurement the upper and lower 
aluminum electrodes were sputtered as shown in Figure 
5. After the base vacuum pressure less than 10-6 torr was 
reached the carrying Ar gas was mixed with O2 before 
entering the chamber. The substrate was heated and 
controlled at designated temperatures during the 
sputtering process. RF magnetron sputtering was applied 
for the deposition process and the sputtering parameters 
are as shown in Table 3. 
 

III. RESULTS AND DISCUSSIONS 
 X-ray diffraction diagram of the Ta2O5 sample is 
shown in Figure 6. The dominating peak occurs at 27.45o. 
From the only JCPD card for Ta2O5 (JCPD250922) the 
peak is at 28.3o ([1 1 1 0] orthorhombic) while in 
Yasuhiko et al. [2] the preferred [2 0 0] axis is at 28.4o 
and in β-Ta2O5 monoclinic structure.  Only the (2; m) in 
monoclinical and (mm2; 222) in orthorhombic point 
groups have piezoelectric property as shown in Figure 7. 
The FWHM calculated is 1.127o and from Scherrer 
formula the grain size is about 7.948 nm. The 
identification of the crystalline structure will be 
determined from the d value from TEM (Transmission 
Electronic Microscope). The preferred orientation of the 
deposited film in this study is self-evident and believed 
to be in [2 0 0] axis while the crystalline structure has to 
be further identified since there is no previous record can 



be found.  
 The one port impedance measurement result is as 
shown in Figure 8. For the sample under measurement 
the major resonant frequency is at about 4.8 GHz and the 
piezoelectric characteristic  is well demonstrated. The 
effective K2

33 calculated is about 5.14%. This is higher 
than the previous data and may be regarded as caused by 
different substrates. The SEM picture is as shown in 
Figure 9. The grain size estimated is very close to the 
value obtained from Scherrer formula. The surface 
roughness was measured by AFM and the result was 
shown in Figure 10. The RMS value of roughness is 
about 4nm which is good enough for later SAW 
applications. In reviewing the material properties of 
Ta2O5 thin film, the density is about twice of AlN and 
ZnO which means it contribute twice of acoustic 
impedance. For stacked FBAR structure the Ta2O5 thin 
film may be combined with other material to obtain 
higher resonating performance.  
 

IV. CONCLUSIONS 
 Piezoelectric Ta2O5 thin film was synthesized at 
low temperature (400oC) by RF-magnetron sputtering. 
The preferred [2 0 0] axis oriented crystalline structure is 
examined from XRD although the exact point group has 
to be identified later. The piezoelectric property is 
demonstrated from impedance measurement and the 
exact value of electrical / mechanical coupling 
coefficients for SAW will be analyzed later. 
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Table 1 Comparison of piezoelectric properties of different thin films. 

 ZnO/sapphire [1] AlN/sapphire [1] Ta2O5/quartz [2] ZnO/quartz [3] 
Acoustic speed (m/s) 5500 5910 3000 2800 
Electrical / mech.coupling 
coeff.( k33 %) 

4.5 1 1.54 1 

Density(kg/m3) 5720 3255 8015 5610 
 
Table 2 material properties of Ta2O5 thin film from [2]. 
Constant  Value Standard error 

Ec11  1.662 … 

Ec12  
1.227 0.168 

Ec22  2.148 0.214 

Elastic constants 
in 1011 N/m2 

Ec55  
0.569 0.085 

e11 -1.814 … 
e12 -0.354 0.226 

Piezoelectric 
constants in 
C/m2 e26 1.27 0.068 

011 / εε T
 

41 … 

022 / εε T  19.5 … 

011 / εε S  39.1 … 

Dielectric 
constants 

022 / εε S  16.3 … 

Density (kg/m3)  8015 … 



 
Table 3 Sputtering condition of the film structure.       
 RF power Sputtering 

pressure 
Sputtering time Substrate 

temperature 
Ta2O5 230 W 3 mTorr 1.5 hours 400 oC 
Al 150 W 3 mTorr 10 min 25 oC 

 

 
Figure 1 XRD results of different annealing temperatures for pure Ta metal target at different O2 concentrations (a) 
Ar/O2=2 (b) Ar/O2=0.5 and (c) pure O2. 
 
 

 
Figure 2 XRD results at different sputtering pressures. 

 

 
Figure 3 XRD results at different sputtering power. 

(a) Ar/O2=2 (b) Ar/O2=0.5 (c) pure O2 



 
Figure 4 Effect of sputtering pressure on (a) FWHM and 
(b) grain size from Sherrer formula. 

 
Figure 5 Schematics of the Ta2O5 thin film structure for 
the measurement. 
 

 
Figure 6 XRD of the deposited Ta2O5 thin film at 4.5 
hours depos ition. 
 

 
Figure 7 Schematic diagrams of momoclinic and 
orthorhombic  point groups [6]. 

 

 
Figure 8 One port impedance of the Ta2O5 thin film. 
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Figure 9 SEM picture of the sputtered Ta2O5 film. 

 

 

Figure 10 AFM roughness distribution of the Ta2O5 thin 
film. 
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Abstract 
   A potential piezoelectric crystal LiAlO2 with (100) 
orientation is grown by means of the Czochralski pulling 
method. The as-grown crystal is identified as a single 
phase with good uniformity by X-ray diffraction pattern. 
(001) TEM image showed an unique cross-hatched pattern 
which reveals a superlattice structure. Several cubic 
LiAlO2 specimen, 10.0mm × 10.0mm × 10.0mm were 
manufactured to characterize its elastic properties. The 
time-based pulse-echo transmission technique was 
employed to measure the acoustic velocities of 
longitudinal and transverse modes. The elastic constants 
of LiAlO2 were extracted from the acoustic velocity 
measurements at different propagation directions. It was 
found that the acoustic velocities of LiAlO2 are much 
higher than the current piezoelectric crystals, including 
quartz, LiNbO3 and Langasite family materials. 
 
1.   Introduction 

LiAlO2 crystal belongs to the space group symmetry 
P41212 in which each lithium and aluminum atom is 
coordinated at the center of tetrahedron, with four oxygen 
atoms.[1] It was found to be piezoelectric by J.P. Remeika 
[2] in 1964. Recently, LiAlO2 attracted more attention as a 
potential substrate for growing III-nitride semiconductor. 
It has certain unique properties. The c lattice parameter of 
LiAlO2 is close to two times of the a lattice 
constant(0.6378nm) of GaN, while the a lattice constant 
of LiAlO2 matches the c lattice constant (0.5165nm) of 
GaN. The corresponding lattice mismatch between LiAlO2  
and wurtzite GaN is 1.7% for [001] LiAlO2 parallel to 
[1120] GaN and 0.3% for [010] LiAlO2 parallel to [0001] 
GaN. Secondly, after GaN epitaxial growth, LiAlO2  
substrate can be removed by chemical etching. The total 
area for device manufacturing is enlarged. GaN grown on 
(100) LiAlO2 substrate is along M-plane (10-10), which 
places the polar c-axis in the wafer’s plane. In this 
orientation, quantum confined stark effect (QCSE) which 
causes a red-shift in emission can be eliminated.[3,4,5] 
However, there is a lack of the information of its growth 
defect and acoustical properties in the previous reports. 

The motivation to do this research is based on the 
scientific curiosity and the possible acoustic applications 
of LiAlO2. At present, the largest application of the 
piezoelectric materials is to make surface acoustic wave 
devices (SAW) as frequency filters in the wireless 
communication. Current commercial crystals are quartz, 
and LiNbO3. Quartz has low acoustic loss and temperature 
stability, but due to its narrow bandwidth, and small 
piezoelectric constant, it has limitation in the fabrication 
of certain filters. Quartz is also limited by its tendency to 
form twin domains under pressure at temperature above 
350oC. LiNbO3 has a high coupling constant, make it a 
proper material for acoustic transducer, but the 
temperature shift is large which is not suitable for band 
pass filter in wireless communication system. Since 
LiAlO2 shows it piezoelectric properties, and high 
acoustic velocities, it might be a potential candidate for 
these acoustic applications. 

In this manuscript, a single LiAlO2 crystal was grown 
by Czochralski pulling technique, and its growth defect 
was evaluated by using electron microscope. The 
measurements of acoustic velocities of longitudinal and 
transverse modes were done by means of the time-based 
pulse-echo transmission technique. This approach is found 
efficient and accurate over the frequency interest, and can 
be fully automated using computer control. The elastic 
constants of LiAlO2 were then extracted from the acoustic 
velocit ies at different propagation directions. 

 
2. Crystal Growth 

A stoichiometric mixture of Li2CO3 powders and 
Al2O3 grains, both with 99.99% purity, was prepared for 
the Czochralski pulling method. Since Li2O is easy to 
volatilize in both cooling and growth process, 5~10% 
excess of Li2CO3 in weight fraction was added. In order to 
reduce the material’s volume, the raw materials were 
compressed into tablets and then heated at 1200oC for 
10hrs to decompose CO2. The raw materials were then 
placed in an iridium crucible. An iridium lid was used to 
cover the crucible to decrease the temperature gradient 
and avoid Li evaporation. If the crucible was uncovered, 



the melt would deviate from stoichiometric ratio because 
of Li evaporation. 

The crucible was then heated to approximately 
1750oC to melt the raw materials. During the growth, 
nitrogen gas was continuously supplied to prevent the 
oxidation of the Ir crucible. The seed used had a (100) a-
axis. A pulling rate of 3~5mm/hr, and a rotation rate of 
20~30rpm were used to control the growth conditions. 
The crystal growth atmosphere was pure nitrogen with the 
pressure 1×103 Pa. The phase of the as-grown LiAlO2  
crystals was identified by X-ray diffraction spectrometer. 

 
3. Result and Discussion 

Fig. 1 shows the first LiAlO2 crystal grown in this 
study. The bottom of the crystal is opaque and milky due 
to the strong chemical decomposition and had lots of 
inclusions precipitated and cracks inside. Green laser was 
used to evaluate the crystal’s overall quality. Laser beam 
was scattered by the voids and inclusions slightly. The 
voids was caused by the high oxygen concentration. When 
the oxygen concentration continues increasing and reaches 
its solubility limit, it will diffuse into the crystal and then 
form the voids. The inclusions result from the off-
stoichiometry of the melt.[6] In addition, the crystal 
surface is not very smooth. This is because the surface 
was etched by Li2O evaporation during the crystal 
growth.[7] A suitable thermal gradient for LiAlO2 growth 
was achieved by adding a ZrO2 after-heater tube to the top 
of the crucible which was wrapped with two layers of 
ZrO2 felts (ZYF-166, Zicar Zirconia). This decreased the 
vertical temperature gradient and eliminated the chemical 
decomposition. Al2O3 felt (Kaowool 3000) was also tried 
as an after heater wrapping. Unfortunately, it had a strong 
reaction with the escaping Li2O vapor. In addition, the 
crystal has a very rough surface which might be due to the 
chemical etching associated with a high temperature 
reaction with the Li2O vapor. 

Fig. 2 shows the second 2” LiAlO2 crystal grown. The 
crystal is clear without any visible bubbles, inclusions and 
cracks. The crystal’s surface became smooth and shinny. 
No chemical decomposition was found especially at the 
cone area. Compared with Fig. 1, apparently some 
improvements have been made.  At the second run, two 
layers of ZrO2 felt were wrapped around a bare ZrO2 
after-heater tube. The vertical temperature gradient was 
lowered tremendously, and much less Li2O vapor loss. 
This setup of the ZrO2 insulators was proved to be 
reproducible for the following experiments. In the 
beginning of the growth, a high rotation rate 30rpm was 
used to eliminate the voids i.e. enhance forced convection. 
Then the rotation rate was ramped down to 20rpm 
gradually to relieve the turbulence of the melt. A higher 
N2 pressure was used in the second run and this partly 
prevented the surface from a high temperature reaction 
with Li2O vapor. From a preliminary X-ray scan, the 
reflection peaks of the LiAlO2 crystal were identified as 
the ?-phase which has the tetragonal structure and the 

lattice parameters are a = 5.1698Å, c = 6.2779Å. The X-
ray rocking curve showed the FWHM was 0.0452o at (200) 
LiAlO2.[8] From a preliminary X-ray scan, the reflections 
on the LiAlO2 specimen appears like a single crystal. 

M. Chou et al. [9,10] had measured the thermal 
expansion coefficients aa=7.1×10-6K-1 and ac=15.0×10-6K-

1 and also demonstrated no phase transition in LiAlO2  
crystal. However, LiAlO2 still has the following 
disadvantages: it is difficult to get the good single crystals, 
it reacts with most acids. 

TEM specimens oriented in the different directions 
were prepared to identify the microstructures and defects. 
It needs to be very careful to work with LiAlO2 TEM 
sample since if the electron beam is kept stationary on the 
material more than a few seconds, the material will be 
vaporized. Fig. 3(a) is the view in (001) direction and its 
square diffraction pattern. A clear grain boundary was 
observed. Since the specimen has a certain thickness, 
double diffraction pattern was found. Fig 3(b) is the other 
(001) TEM image which showed an unique cross-hatched 
pattern. This grid pattern reveals a superlattice structure. 
The possible reason is because Li and Al atoms have the 
very different atomic diameters and bonding length, they 
might exchange their lattice sites in this organized way to 
relieve the stress. These site exchanges will cause the 
phase shift which results in the interference pattern. These 
hatched patterns are only seen when preparing specimen 
looking in the (001) direction. When viewed in the other 
directions, these patterns are not visible. 

In order to investigate the acoustic properties, 
including the acoustic velocities and stiffness constants, of 
LiAlO2 crystal, appropriate crystallographic orientations 
must be determined. Several principal X-, Z-cut and ±45o 
rotated Y-cut (rotating a Y-cut specimen around the X-
axis) specimen are prepared from the as-grown (100) 
LiAlO2 crystal. The rotated Y-cut specimens were selected 
from the crystalline planes specified in IEEE standard.[11] 
Since the acoustic velocity is a function of the propagation 
direction, the propagation direction must be very accurate 
for the determination of the acoustical physical constants. 

Precisely cut and measured 10.0mm LiAlO2 cubes 
were manufactured to evaluate its acoustical properties. 
The time-based pulse-echo transmission technique was 
employed to measure the acoustic velocities of LiAlO2  
material. Two ultrasonic transducers were used to generate 
the acoustic waves, one (Panametrics V1091, 5 MHz, 1/4 
inch) is for the longitudinal mode and the other one 
(Ultran SWC18-5, 5 MHz, 1/4 inch) is for the shear mode. 
The ultrasonic source and receiver are mounted on the 
opposite sides of the specimen. Honey serves as a 
couplant between the longitudinal transducer and the 
specimen. And Panametric SWC is the couplant for the 
shear wave transducer. The couplant is very thin so it does 
not affect the velocity measurements.[12] If the mounting 
is bad, some air might stay in the couplant. This affects 
how much acoustic energy is transferred into the sample 
and make the acoustic signal weaker. The experimental 



setup is shown in Fig. 4. The orientation of the shear mode 
transducer would allow the maximizing or minimizing of 
various shear modes depending on the mounting angle 
with respect to the axis of the specimen. 

Acoustic velocities measured in a temperature control 
environment, 26±0.5°C are summarized in Table I. Fig. 5 
showed that the propagation directions, and particle 
motions of the acoustic waves in the LiAlO2 crystal. Fig.6 
is the time domain responses of the acoustic signals 
propagating along the different directions. The 
measurement errors are given by the measurement 
accuracy of the specimen thickness, and temperature 
fluctuation. Based on the Bar Cohen’s estimate [13], the 
maximum error of velocity estimation induced by the 
temperature fluctuation is about 0.15%. It was found that 
the acoustic velocities of LiAlO2 are much higher than the 
current piezoelectric crystals, including quartz [14], 
LiNbO3 [15] and Langasite [16] family materials. 

As LiAlO2 belongs to the tetragonal structure, it can 
be characterized by 6×6 symmetrical matrix with six 
stiffness constants, C11, C33, C55, C66, C12 and C13.[17] By 
using Brown [18] and Cheadle [19] methods, the elastic 
constants can be extracted from the longitudinal and shear 
waves velocities at the symmetry axes, and the 
longitudinal wave velocities at ± °45  to the symmetry 
axes. Table II is the stiffness constant Cij (×109 N/m2) of 
LiAlO2 crystal at room temperature. 

 
4. Conclusion 

In summary, Czochralski growth of LiAlO2 single 
crystal were investigated. An organized cross-hatched 
pattern which reveals the superlattice structure was found 
in c-axis TEM specimen. This pattern might be related to 
Li and Al atoms exchange their lattice sites and cause the 
phase shift in the TEM image. The exact formation 
mechanism is still under investigation. It was reported that 
the determination of the acoustic velocities and stiffness 
constant of LiAlO2 crystal. We consider carefully the 
proper propagation directions and modes to accurately 
determine the material constants. Several principal X-, Z-
cut and ±45o rotated Y-cut specimen for determining the 
constants are prepared from the as -grown (100) LiAlO2  

crystal. Our work forms the basis for studying the 
applications of the LiAlO2 material to ultrasonic devices, 
such as surface acoustic wave devices, resonator, bulk 
wave filter, sensors, and transducers. Further work is 
required to maximize accuracy in measuring the arrival 
time of the signal and start to fabricate the SAW IDT 
structure on LiAlO2 substrate. 
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Table I. Acoustic velocities of LiAlO2 crystal at the different directions.  

Direction of Propagation        Types of waves                  m/sec                    Resolution (%) 
 
X-axis                                       Longitudinal (V11)             8155                          ±0.2 
                                                             Shear (V12)             3693                          ±0.1 
Z-axis                                        Longitudinal (V33)             8225                         ±0.2 
                                                              Shear (V13)             4967                         ±0.1 
+45o rotated Y-cut                     Longitudinal (V44)             8221                         ±0.2 
–45o rotated Y-cut                     Longitudinal (V66)             7204                        ±0.2 
 

Table II. Stiffness constant Cij (×109 N/m2) of LiAlO2 crystal at 26oC.  

C11                     C33                   C44                   C66                   C12                  C13 
 
173.24±0.70       176.23±0.70       64.27±0.26      35.53±0.07      26.08±0.1      48.83±0.20 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. LiAlO2 single crystals with the (100) growth 
orientation. A ZrO2 after -heater tube was added to the top 
of the crucible. One huge crack and inclusions are found. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. LiAlO2 single crystals with the (100) growth 
orientation. Two layers of ZrO2 felts were wrapped around 
ZrO2 after-heater tube. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. TEM analysis of (001) LiAlO2 sample, (a) the 
bright field image and its square diffraction pattern, (b) 
the unique cross-hatched patterns reveal a superlattice 
structure. 

 

(a) 

(b) 



 
 
 
 
 
 
 
 
Fig. 4 Experimental setup to measure the acoustic 

properties of LiAlO2 crystal. 
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Abstract—Evaluation method for TiO2-doped SiO2 ultra-low-

expansion glass having periodic striae associated with its

fabrication process was investigated using the line-focus-beam

ultrasonic material characterization (LFB-UMC) system,

measuring the velocity of leaky surface acoustic wave (LSAW) on

a water-loaded specimen surface.  We obtained a proper

standard specimen of the glass with an LSAW velocity of 3308.18

m/s within ±0.35 m/s for system calibration and determined the

relationship between the TiO2 concentrations and LSAW

velocities, resulting in the TiO2 concentration of 7.09 wt% for the

standard specimen.  Then, we investigated evaluation procedures

for photomasks and optical mirrors of practical size used as

reflective optics in extreme ultraviolet lithography (EUVL)

systems.  Two specimens were prepared with their surfaces

parallel to the striae plane from commercial TiO2-SiO2 ultra-low

expansion glass ingots.  The homogeneities / inhomogeneities of

each specimen were evaluated at 225 MHz.  Evaluation

procedures with sufficient accuracy were established for analysis

of striae parameters such as striae periodicity and variations.

Our ultrasonic method should be standardized as a new

evaluation method not only for the development of EUVL-grade

glasses and the evaluation of the production processes, but also

for the quality control and selection of the production lots.

Keywords-    line-focus-beam ultrasonic material characterization

system; velocity measurement; leaky surface acoustic waves; TiO2-

SiO2 ultra-low expansion glasses; coefficient of thermal expansion;

extreme ultraviolet lithography system

 I. INTRODUCTION

Ultra-low-expansion glasses, having a CTE within ±5
ppb/K at a desired operating temperature (for example,
22±3°C for photomask blanks), are required for the basic
substrate material suitable for reflective optics and photomask
blanks in the EUVL system [1].  TiO2-doped SiO2 (TiO2-SiO2)
glass [2, 3] is one of the candidate materials.  Ultra-low CTE
of the glass is achieved by adjusting the TiO2 concentration
around 7 wt%.

To develop ultra-low expansion glasses with satisfactory
CTE characteristics, it is important the fabricated glasses be
evaluated so that the obtained information can be used to
improve the glass fabrication processes.  Methods to evaluate

CTE include a direct method [4, 5], in which CTE is measured
by a dilatometer with an interferometric system, and indirect
methods [1, 6-8], in which CTE is determined by measuring
ultrasonic longitudinal velocities, chemical compositions, or
refractive indices, which are closely related to the thermal
properties of CTE.  With the direct method, the Association of
Super-Advanced Electronics Technologies (ASET) has

succeeded in achieving a resolution of ±2 ppb/K (±2  , :

standard deviation) [5].  Among the indirect measurement
methods, a method using refractive indices has a higher

resolution of ±0.038 ppb/K (±2 ) [1, 6].  However, both of

these methods are only capable of measuring the average
characteristics of specimens of 100 mm in length, and
therefore they cannot be applied to the characterization of the
substrate surfaces, which is essential in evaluation of ultra-low
expansion glasses for EUVL.  Especially for TiO2-SiO2 glass,
evaluation of periodic TiO2 concentration distributions, i.e.
striae formed during the fabrication process [8], is necessary.

We have proposed an evaluation method for ultra-low
expansion glasses using the line-focus-beam ultrasonic
material characterization (LFB-UMC) system [9, 10][11-19].
This method allows nondestructive, noncontact analyses of
properties of a specimen surface through highly accurate
measurement of the phase velocity of leaky surface acoustic
waves (LSAWs) excited and propagated on a water-loaded
specimen surface.  We have applied the present system to
evaluate commercial TiO2-SiO2 glass and have verified that a
very high resolution of LSAW velocity for CTE can be
achieved [11, 12].  For this system is also capable of
measuring two-dimensional LSAW velocity distributions on
the substrate surfaces, striae, which are caused by the periodic
distributions of TiO2 concentration, have been clearly detected
[11, 12].  

In this paper, we discuss an appropriate measurement
method and procedures to employ the LFB-UMC system for
evaluations of commercial TiO2-SiO2 ultra-low expansion glass
for the EUVL system both in the glass development process
and in the process where the glass has been sufficiently
homogenized, as well as for the quality control and selection in
its mass production process.



 II. SPECIMENS

Commercial TiO2-SiO2 ultra-low expansion glasses with
different premium- and mirror-grade (C-7972, Corning Inc.)
were used to prepare several specimens to obtain a standard
specimen for system calibration and relationship between TiO2

concentrations and LSAW velocities and to discuss evaluation
procedures of glasses for EUVL systems.  The glass was
produced by deposition in a rotating refractory container with
many burners by the direct method, using a flame hydrolysis
process, and in the form of a large circular plate glass ingot of
1500 mm in diameter and 150 mm in thickness.  It was
reported that periodic striae with an interval of about 0.16 mm
are formed perpendicularly to the glass deposition direction
due to the condition of the production process [8].  The
specifications for CTE are provided in the catalog that the
absolute value is 0±30 ppb/K at 5-35˚C and the homogeneities
are within 10 ppb/K for the premium-grade ingot and 15
ppb/K for the mirror-grade ingot [20].

We prepared two types of specimen substrates cut from the
ingot with the striae plane perpendicular to the z axis as
illustrated in Fig. 1(a): the substrate surfaces were parallel (Fig.
1(b)) and perpendicular (Fig. 1(c)) to the striae plane.

We prepared a total of seven perpendicular specimens
from four different ingots to obtain a standard specimen and to
determine an accurate relationship between LSAW velocities
and TiO2 concentrations.  Dimensions of the specimens were

50 mm  50 mm  4.8 mm
t
.

To investigate three-dimensional structure of striae, a
specimen parallel to the striae plane as shown in Fig. 1(b) was

prepared with dimensions of 100 mm  50 mm  7.96 mm
t

from a glass ingot with the premium grade.

In order to discuss evaluation procedures of TiO2-SiO2

glasses for photomasks and optical mirrors of the EUVL
systems, two parallel specimens, as shown in Fig. 1(b), were
prepared with dimensions of 136 mm  134 mm  9.98 mmt

for premium-grade specimen (specimen A) and 229 mm  149
mm  6.75 mmt for mirror-grade specimen (specimen B).

All specimens were optically polished on both sides with
parallelisms within 10''.

 III. LFB-UMC SYSTEM AND  MEASUREMENT REGION

LSAW velocities were measured with the LFB-UMC
system [10] at an ultrasonic frequency f of 225 MHz.  The
measurement principle of the LSAW velocity is described in
detail in the literature [9].  Fig. 2 (a) is a cross section of the
LFB lens and a specimen with periodic striae, illustrating the
measurement principle of the V(z) curve.  Fig. 2 (b) shows the

measurement region W D on the specimen surface.  A typical

V(z) curve measured for C-7972 is given in Fig. 3 (a).  A
spectrum distribution as shown in Fig. 3 (b) is obtained from
this waveform by the V(z) curve analysis.  The oscillation
interval z obtained from the result of this analysis is

substituted into Eq. (1) to obtain the LSAW velocity VLSAW.  

z
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Fig. 1. Specimen preparation.  (a) Glass ingot.  (b) Specimen with
the substrate surface prepared parallel to the striae plane (parallel
specimen).  (c) Specimen with the substrate surface prepared
perpendicular to the striae plane (perpendicular specimen).
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where VW is the velocity of the longitudinal waves in water.
Absolute calibration was performed using a C-7972 standard
specimen [13] to obtain the absolute value of the LSAW
velocity [21] as shown in Section IV-A.  The measurement

reproducibility of the LSAW velocity was ±0.17 m/s (±2 )

and the resolution for CTE was ±0.74 (ppb/K) at 225 MHz
[19].

When the ultrasonic measurement region W D was larger

than the periodicity of the striae on the specimen surface, the
measured values of the LSAW velocity were averaged within
the region [13].  The maximum value of the propagation
distance of LSAWs in the focused direction W on the

specimen surface was 280 μm in the measurement for C-7972

at 225 MHz.  The measurement region in the unfocused
direction D depends on the operating parameters of the
ultrasonic device, and the value used in this experiment was
approximately 900 μm.  As 70 % of Rayleigh-type LSAWs’

energy is confined within 0.4 wavelength below the surface as
they propagate, the resolution in the depth direction is

approximately 6 μm at 225 MHz.  The effect of averaging

LSAW velocities on specimens with periodic striae was
investigated through the numerical calculations, and it was
concluded that the true value could be obtained when the
periodicity of the striae was larger than 1.6 mm [22] in the
measurements at 225 MHz.
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 IV. EXPERIMENTS AND DISCUSSIONS

A. Standard Specimen

LSAW velocity values measured with the LFB-UMC
system vary according to the systems and ultrasonic devices
used for measurements and their operating ultrasonic
frequencies [21].  Therefore, the absolute values of the LSAW
velocity are obtained by correcting the measured values
through a system calibration method that uses a standard
specimen whose acoustical physical constants (elastic
constants and density for nonpiezoelectric materials) have
been accurately measured [21].  The calibration is made by
comparing the actual measured LSAW velocity on the
standard specimen with the calculated one obtained through
numerical calculation using its measured bulk properties, viz.,
elastic constants and density.  So it is necessary for accurate
calibration to measure corresponding LSAW velocities at
positions where the bulk properties of the standard specimen
are measured.

As a standard specimen, homogeneous specimen would be
ideal.  However, TiO2-SiO2 glasses have more or less elastic
imhomogeneities due to periodic striae, so we prepared
perpendicular specimens from several C-7972 ingots, and
investigated the inhomogeneities.  We select a specimen with
relatively less velocity variations as a proper substrate for the
standard specimen.  We measured bulk longitudinal and shear
wave velocities and density for the standard specimen around
23°C.  A standard value of an LSAW velocity of 3308.18±0.35
m/s at 23°C was determined for the standard specimen.

B. Calibration Line for Chemical Composition

The LSAW velocity measurements were carried out at 169
positions in 2-mm steps along both the y- and z-axis directions
for an area of 24 mm  24 mm around the center of seven

perpendicular specimens.  The area corresponds to that for
measuring chemical compositions by X-ray fluorescence
analysis.  The LSAWs propagated on the surface of the
perpendicular specimens in the y-axis direction in Fig. 1(c).
The measured velocities were calibrated using the standard
specimen obtained in Section IV-A. The maximum difference
in the averaged LSAW velocities among the seven specimens

VLSAW = 16.65 C (TiO2)
  +3426.18



TABLE I.  SENSITIVITIES AND RESOLUTIONS FOR CTE, TIO2 CONCENTRATION, AND DENSITY FOR C-7972 GLASS BY LSAW VELOCITY MEASUREMENTS.

Resolution (±2 )Sensitivity

225 MHz 75 MHz

LSAW velocity

CTE

TiO2 concentration

Density

4.41 (ppb/K)/(m/s)

-0.0601 wt%/(m/s)

0.0176 (kg/m
3
)/(m/s)

±0.17 (m/s)

±0.74 ppb/K

±0.010 wt%

±0.0029 (kg/m
3
)

±0.07 (m/s)

±0.29 ppb/K

±0.004 wt%

±0.0011 (kg/m
3
)
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Fig. 5.  Three dimensional LSAW velocity distributions for a C-7972 specimen at 225 MHz.  The scale along the z axis is enlarged one hundred
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was 4.07 m/s, and the maximum value in the maximum
velocity variations on the surface for the seven specimens was
1.87 m/s.

We analyzed chemical compositions of the seven
specimens using an X-ray fluorescence analysis (XRF) system.

Measurements were made for an area of 25 mm  around the

center of each specimen.  The main elements were found to be
SiO2 and TiO2, TiO2 concentrations of 6.56-6.80 wt% were
obtained.  The reproducibility of the TiO2 concentration was
estimated to be within 0.02 wt% from 20 repeated
measurements for one specimen.  The values measured by
XRF analysis were calibrated by values measured by an
inductively coupled plasma - optical emission spectrometry
(ICP-OES) system.  In order to obtain an accurate gradient, we
added the LSAW velocity of 3426.18 m/s for the standard
specimen of synthetic silica glass of C-7980 (Corning Inc.)

with 100-percent SiO2 [23].  The result of a relationship
between the LSAW velocities and calibrated TiO2

concentrations can be obtained as shown in Fig. 4.  From this
result, we can determine the sensitivity and resolution of the

LSAW velocity to the TiO2 concentration as 0.0601

wt%/(m/s) and ±0.010 wt% for ±2  at 225 MHz.  Furthermore

the TiO2 concentration for the standard specimen with a
LSAW velocity of 3308.18 m/s was determined to be 7.09
wt%.

The densities were 2197.74 kg/m
3
 for the C-7972 standard

specimen and 2199.82 kg/m
3
 for the C7980 standard specimen

[23].  The CTE for the C-7980 standard specimen is typically
520 ppb/K around 23°C [24], and that for the C-7972 standard
specimen is assumed to be 0 ppb/K.  The sensitivities and
resolutions of LSAW velocity to the CTE, TiO2 concentration,
and density were presented in Table I.



C. Three-Dimensional Striae Structure

Two-dimensional LSAW velocity distributions were
measured for the specimen described in Section II.  Then, the
specimen surface was optically polished to reduce the
thickness by about 40 m, viz., a quater period of striae, and
the LSAW velocities were measured along x-, and y-axes.
This procedure was repeated five times.  The results were
shown in Fig. 5.  From the results, we can easily understand
the three-dimensional configuration of striae that was not clear
in the two-dimensional data of Fig. 5(a).  The measurement
results revealed that the striae plane curved gently down in the
radial direction, having a slightly convex cross section layered
with a striae periodicity of 0.16 mm and a curvature radius of
440 mm, and also existed in a circular form with a curvature
radius of 450 mm.  The maximum LSAW velocity change
obtained over the entire measurement region of the specimen
was 11.66 m/s, corresponding to a TiO2 concentration of 0.70
wt% and a CTE of 51.4 ppb/K from the calibration line
obtained in Section IV-B.  These results reflect the glass
production-process conditions such as the arrangement of the
multiple burners, the rotation speed of refractory container, the
glass liquid flow, and the temperature distributions on the
glass deposit surfaces and within the container.  Results
provided by this ultrasonic method could be fed back to
optimize the conditions of the glass manufacturing process in
order to realize homogeneous glass ingots for EUVL use.

D. Evaluation and Selection of EUVL-Grade TiO2-SiO2

Ultra-Low-Expansion Glasses

Two-dimensional LSAW velocity distributions were
measured for specimens A and B described in Section II.  The
results are presented in Fig. 6, together with the line-scanning
measurements along x- and y-axes.  For specimen A, the
averaged LSAW velocities were 3308.10 m/s and 3308.23 m/s
for two-dimensional and line-scanning measurements, with
maximum velocity differences of 12.98 m/s and 11.84 m/s.
For specimen B, the averaged LSAW velocities were 3307.33
m/s and 3307.22 m/s for two-dimensional and line-scanning
measurements, with maximum velocity differences of 7.68
m/s and 7.28 m/s.  We can obtain that the averaged TiO2

concentrations correspond to 7.09 wt% and 7.14 wt% for
specimens A and B, with the maximum differences of 0.78
wt% and 0.46 wt%, from the calibration line obtained in
Section IV-B.  And, the maximum velocity differences
correspond to the CTE variations of 57.2 ppb/K and 33.8
ppb/K for specimens A and B.  The estimated CTE variations
were 5.7 and 2.3 times larger than the specifications.  This is
considered to be due to the fact that the manufacturer
evaluates the CTE of the glass ingots by measuring the
velocities of longitudinal waves propagating in the thickness
direction of the ingots and their distributions [1, 7].  Therefore,
CTE variations caused by striae on the specimen surface or in
the glass ingots could not be detected accurately [13].

Based on the measurement results, we discuss evaluation
methods of the EUVL-grade TiO2-SiO2 glasses in the
developmental stage and in the stage that more homogeneous
glass ingots can be obtained, and for the quality control and
selection.  The flowchart for evaluation, quality control, and

selection of EUVL-grade TiO2-SiO2 glasses using the LFB-
UMC system is shown in Fig. 7.

In the development of the glasses, it is important to
evaluate the absolute CTE and the parameters of periodic
striae such as the periodicity, variations, and distributions.  It
is very useful to understand the striae structures by the two-
dimensional measurements, as shown in Fig. 6.  However, the
number of measurements was too many.  On the other hand,
the number for line-scanning measurements was much less,
and it is possible to obtain almost the same averaged velocities
and maximum velocity variations as those of the two-
dimensional measurements.  The CTE characteristics of TiO2-
SiO2 ultra-low-expansion glasses are adjusted by controlling
the concentration of TiO2.  Therefore, TiO2 concentrations are
calculated from the averaged LSAW velocities using the
calibration line, and it should be fed back to the glass
fabrication conditions.  The CTE within ±5 ppb/K needed for
EUVL-grade ultra-low-expansion glass substrates are satisfied
when LSAW velocity variations are within ±1.13 m/s,
calculated from the sensitivity of 4.41 (ppb/K)/(m/s).

In the stage that the glass production processes are
improved to reduce striae and more homogenous ingots are
produced, it is not necessary to measure LSAW velocities with
fine steps.  For example, we can obtain averaged TiO2

concentrations from the averaged LSAW velocities by line-
scanning measurements with steps from several millimeters to
several tens millimeters using the calibration line.  

In the stage for mass production of the EUVL-grade ultra-
low-expansion glass, it is necessary to conduct quality control
and selection of the substrates suitable for different parts of the
reflective optics in the EUVL system, having differently
required CTE specifications, viz., temperatures at which CTE
becomes zero (zero-CTE temperature).  In the mass-production
stage, it is possible to measure the LSAW velocities at several
sampling points, such as 9 points, 5 points, ultimately only 1
point at center of the substrate and to select the substrates for
the desired use, if problems concerned with striae are already
solved, and the CTE distributions are smaller than ±5 ppb/K.  It
is possible to obtain higher CTE resolution if the operating
frequency is changed to the lower frequencies, such as 75 MHz,
although it was 225 MHz in this paper [14].

 V. CONCLUSION

In this paper, we discussed a method of evaluating and
selecting EUVL-grade TiO2-SiO2 ultra-low-expansion glasses
using the LFB-UMC system, based on two-dimensional and
line-scanning LSAW velocity measurement results.  It was
clarified that the line-scanning measurements were much more
useful than the two-dimensional measurements to obtain
information of maximum differences and averaged values of
the LSAW velocities on the surface of substrates,
corresponding to the CTE information, needed for EUVL
systems, that could not be obtained in the conventional CTE
measurement techniques.  This ultrasonic method with much
higher accuracy is very useful not only for evaluation to
develop more homogeneous ultra-low expansion glasses on
the developmental stage, but also for quality control and
selection of the glass on the mass-production stage at which
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Fig. 7.  Flowchart for evaluation, quality control, and selection of
EUVL-grade TiO2-SiO2 glasses using the LFB-UMC system.

inspection of all substrates is required.  Our ultrasonic method
should be standardized for an evaluation method of the
EUVL-grade ultra-low-expansion glasses.
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Abstract- Dispersive transducers have sharp cut-off and 
flat wide band frequency characteristics. Also phase linear 
and the very low loss characteristics are obtained by 
combining down-chirp and up-chirp unidirectional 
dispersive transducers (DUDIDT and UUDIDT).  
 In this paper, DUDIDT and UUDIDT were investigated 
using TeOB2 B thin film gratings with the large impedance 
ratios. The impedance ratio of r=Ze/Zg (Ze: with shorted 
thin film and Zg: without open thin film) were investigated 
using TeOB2B thin films. The results showed the large 
impedance ratio, r=0.96 at the thickness of H/λ=0.01 on 
TeOB2B/128 ﾟY-X LiNbO B3B. These grating are applied for 
DUDIDT and UUDIDT. The very low insertion loss of 
0.2dB and flat wide band of 10% and the very sharp cut-off 
characteristics were theoretically obtained and the 
experimental results showed the insertion loss of 0.6 dB at 
400MHz. 
 
1. Introduction 
  The success of practical applications of SAW devices in 
the field of filters, signal process and others depends on the 
choice of substrate materials. The important properties to 
be taken into consideration for SAW devices would be the 
electromechanical coupling coefficient, kP

2
P (should be as 

high as possible), the temperature coefficient of frequency, 
TCF (should be as small as possible), spurious response for 
high performance. Also the unidirectional transducer and 
SAW resonators using the internal reflections and the bulk 
acoustic resonators with multi-layers require the high 
reflectivity with the large impedance ratio gratings of  
low propagation loss under the very thin film conditions. 
Especially, the flat wide band and the very low insertion 
loss filters using unidirectional transducers with gratings of 
large impedance ratios are required.  
 Dispersive unidirectional transducers have the above 
properties.  Also phase linear characteristics are obtained 
by combining the down-chirp and up-chirp unidirectional 
dispersive transducers (DUDIDT and UUDIDT) with thin 
film gratings. The SiOB2 B thin film gratings have good 
properties as dielectric reflectors. Unfortunately, the SAW 
velocities of the SiOB2B are almost the same as substrate 

velocities, for examples, as 128 ﾟY-X LiNbOB3 B. Therefore 
the thick films for large impedance ratios with some 
propagation attenuations are needed. The grating substrates 
of the very low velocity thin films below 1000m/s have the 
large reflectivity with low propagation attenuations for 
SAW and bulk waves because of decreasing the grating 
film thickness. The velocity of Y-X TeOB2 B has the lowest 
velocity of 850m/s for Rayleigh waves. Therefore, the 
TeOB2B thin films are used as the gratings with the large 
impedance ratios at the very thin thickness. Also, these 
grating films are easily fabricated on piezoelectric 
substrates. 
  In this paper, the large impedance ratios of TeOB2B 
grating/128 ﾟY-X LiNbO B3B, 36 ﾟY-X LiTaOB3B and 5 ﾟY-X 
LiNbOB3B are investigated theoretically and experimentally, 
and applied to dispersive unidirectional transducers. The 
theoretical and experimental results of unidirectional 
dispersive SAW transducers and filters using large 
impedance ratios are described. 
 
  2. Phase linear･Sharp Cut Off･ Flat Wide 

Band and Low Loss Filters using Dispersive 
Unidirectional Transducers and New 
Reflecting Materials of TeO B2 B Thin Film 

 
  Dispersive Interdigital Transducers (DIDT) on Y-Z 
LiNbOB3B have the unidirectionality toward down-chirp 
direction [1], as shown in Fig.1. Also, the unidirectional 
DIDT (UDIDT) shows flat wide band and sharp cut-off 
frequency characteristics without amplitude weighting of 
sinX/X. Therefore, phase linear, flat wide band and low 
loss filters by combining the down-chirp and up-chirp 
unidirectional dispersive transducers (DUDIDT and 
UUDIDT) are obtained as shown in Fig.2. The very thin 
grating films with low propagation attenuations and large 
impedance ratios are very important for unidirectional 
DIDT. Therefore, the new grating TeOB2B films with the very 
low SAW velocities are investigated. 
  Figure 3 shows the configuration of the super low 
velocity film/piezoelectric substrate, where SAW 
  



 
 
 
 
 
 
 
 
 

Fig.1 Unidirectional dispersive interdigital transducers 
 
 
 
 
 
 
 
 
Fig.2 Phase linear filters combined DUDIDT and UUDIDT 
 
 
 
 
 
 
 
 
 
Fig.3 Configuration of super low velocity film/piezo- 

electric substrate 
 
wavelength is λ and the film thickness is H. From the 
piezoelectric equations, the equation of motion and 
Laplace's equation, we can obtain the wave equation. Also 
the mechanical and electrical boundary conditions for the 
boundary surface and for the thin film surface give the 
boundary condition equations. We can obtain the Rayleigh 
wave[2] and the leaky surface wave[3] solutions from the 
two equations. 
  The electromechanical coefficients of SAW, kP

2
P are given 

by  
       ｋ P

2
P＝2(ｖ Bf B－ｖ BmB)/ｖ Bf B                 (1) 

where ｖ Bf B: velocity of open boundary, ｖ BmB: velocity of 
short boundary.  
  The propagation characteristics of TeOB2B single crystals 
are calculated by A.J.Slobodnik[4]. The velocity of Y-X 
TeOB2B has the lowest velocity of 850m/s for Rayleigh waves. 
Therefore, the TeOB2B thin films with super low velocities are 
used as the large impedance ratio gratings. Experimental 
results showed the TeOB2B films are amorphous from X-ray 
diffraction measurements. The density of TeOB2B thin film is 

measured by the thickness and the weigh of TeOB2B thin 
films sputtered on LiNbOB3B substrate under the conditions 
shown in session 3 and elastic constants are determined by 
the measured velocities and the impedance ratio of TeOB2 B 
film/LiNbOB3B substrates shown in session 3. These values 
are as follows, density of ρ=4880kg/mP

3
P and elastic 

constants of c B11B=0.16×10P

11
PN/mP

2
P and cB44B=0.07×10P

11
PN/mP

2
P. 

The propagation characteristics of SAW and leaky SAW on 
amorphous TeOB2B/128°Y-X, TeOB2B/5°Y-X LiNbOB3 B and 
TeOB2 B/36° Y-X LiTaOB3 B using above values are investigated. 
 
2.1 Calculation results of TeO B2 B/128°Y-X LiNbOB3 B  
  Figure 4 shows the calculation results of velocity and kP

2
P 

vs H/λ for TeOB2 B/128°Y-X LiNbOB3B[5]. The results show the 
large velocity change of 150m/s for H/λ=0.02, compared 
with the SiOB2 B thickness of H/λ=0.1. The above values are 
almost the same as those of  TeOB2 B/LiNbOB3 B. 
  Figure 5 shows the impedance change of r=Ze/Zg (Ze: 
with shorted thin film and Zg: without open thin film). The 
ratio of 128 ﾟY-X LiNbOB3 B with TeOB2B thin film gratings 
gives the impedance ratio of r=0.96 at the thickness of H/
λ=0.01, compared with the same ratio for SiOB2 B grating of 
H/λ=0.03. 
 
 
 

 

 
 
 
 
Fig.4 Calculation results of velocity and kP

2
P vs H/λ for  

TeOB2 B /128 °Y-X LiNbOB3 B(▲;Experimental) 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Impedance ratio of r=Ze/Zg (Ze: with shorted thin 

film and Zg: without open thin film). 
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2.2 Calculation results of TeO B2 B/36° Y-X LiTaOB3 B 

  Figure 6 shows the calculation results of velocity and kP

2
P 

vs thickness of TeOB2 B /36 °Y-X LiTaOB3B[6] vs H/λ. The 
results show the large velocity change of 80m/s for 
H/λ=0.02. Also the kP

2
P increases for H/λ (kP

2
P=0.075 for 

H/λ=0.04, compared with k P

2
P=0.045 for H/λ=0). 

  Figure 7 shows the impedance change of r=Ze/Zg. The 
ratio of 36 ﾟY-X LiTaOB3 B with TeOB2B thin film gratings gives 
the large impedance ratio of r=0.95 at the thickness of H/
λ=0.02. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Calculation results of velocity and kP

2
P vs H/λ for  

TeOB2 B /36 °Y-X LiTaOB3 B (▲;Experimental) 
 
 
 
 
 
 
 
 
 
 

Fig.7 Impedance ratio of r=Ze/Zg 
 
2.3 Calculation results of TeO B2 B/5° Y-X LiNbO B3 B 

  Figure 8 shows the calculation results of velocity and kP

2
P 

vs thickness of TeOB2B /5 °Y-X LiNbOB3B[3,7] vs H/λ. The 
results show the large velocity change of 200m/s for 
H/λ=0.02. Also the kP

2
P increases for H/λ (kP

2
P=0.29 for 

H/λ=0.02, compared with k P

2
P=0.24 for H/λ=0.0). 

Figure 9 shows the impedance change of r=Ze/Zg. The 
ratio of 5 ﾟY-X LiNbO B3B with TeOB2B thin film gratings gives 
the large impedance ratio of r=0.81 at the thickness of H/
λ=0.02. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
Fig.8 Calculation results of velocity and kP

2
P vs H/λ for  

TeOB2 B /5 °Y-X LiNbOB3 B (▲;Experimental) 
 
 
 
 
 
 
 
 
 
 
Fig.9 Impedance change of r=Ze/Zg for Y-X TeOB2B /5 °Y-X 

LiNbOB3 B 

 
2.4 Caluculation Results of Phase linear･Sharp Cut 

Off･ Flat Wide Band and Low Loss Filters using 
Dispersive Unidirectional Transducers 

 
The frequency characteristics of phase linear, flat wide 

band and low loss filters by combining the down-chirp and 
up-chirp unidirectional dispersive transducers (DUDIDT 
and UUDIDT) shown in Fig.2 are calculated. 
  Figure 10 shows the results of phase linear filters using 
TeOB2B grating/128°Y-X LiNbOB3B, where N=100, electrode 
thickness(Al) H/λ=0.03, TeOB2 B thickness H/λ=0.02, W=20λ, 
respectively. Also, in order to obtain sharper cut off 
frequency characteristics, soft distance weighting [8] are 
applied. The very low insertion loss of 0.2dB and flat wide 
band of 10% and the very sharp cut-off characteristics are 
obtained. 
The insertion loss for long DUIDT with wide band 
characteristics will be increased due to the propagation 
attenuation on IDT. These are improved by dividing the 
inline DUDIDT and UUDIDT into the M-parallel line 
UDIDT as shown in Fig.11. In this case, propagation 
attenuation are reduced to 1/M. Figure 12(a) and (b) show 
the calculation results of in-line and 3-parallel filters using 
DUDIDT and UUDIDT at the propagation attenuation of 
0.01dB/λ. Insertion loss are improved from 3.5 dB to 1.5 
dB, at Nt=300. 
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Fig.10 Calculation results of phase linear filters using 

TeOB2B/128°Y-X LiNbOB3 B, where N=100, electrode 
thickness(Al) H/λ=0.03, TeOB2 B thickness H/λ=0.02, 
W=20λ with distance weighting[8] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.11 Configuration of dividing the inline DUDIDT and 

UUDIDT into the M-parallel line UDIDT 
 
3. Experimental Results of Unidirectional  

Dispersive Filters 
 

TeOB2B thin films are fabricated using RF-Magnetron 
Sputtering Equipment. Sputtering conditions are as follows, 
Target:Te-metal, Gas Composition by weight ratio: Ar:OB2B 
(1:1), Sputtering Pressure: 1.0 Pa., RF power: 60W+60W, 
Substrate Temp.: Without heating, Growth Rate: 1μm/h.  
The measured velocities of TeOB2B/128°Y-X LiNbO B3B are 
shown in Fig.4 by mark ▲ from the measured velocity. 
The elastic constants of amorphous thin TeOB2 B films are 
estimated from the measured velocity. 

Figure 13 shows the experimental results of phase linear 
filters using TeOB2B grating/128°Y-X LiNbOB3 B, where N=50, 
electrode thickness(Al) H/λ=0.03, TeO2 thickness 
H/λ=0.03, W=20λ, respectively. The minimum insertion 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.12(a) Calculation results of in-line phase linear filters 

using TeOB2B/128°Y-X LiNbOB3 B, where Nt=300, 
electrode thickness(Al) H/λ=0.03, TeOB2 B thickness 
H/λ=0.02, W=25λ, propagation atenuation 
=0.01dB/λ with distance weighting[8] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.12(b) Calculation results of 3-parallel phase linear 

filters using TeOB2B/128°Y-X LiNbOB3B, where 
Nt=300(NB1,2,3B=100), electrode thickness(Al) 
H/λ=0.03, TeOB2B thickness H/λ=0.02, W=25λ, 
propagation atenuation =0.01dB/λ with distance 
weighting[8] 

 
loss of about 0.6dB are obtained. 
Figure 14 shows the experimental results of phase linear 
filters using TeOB2B grating/128°Y-X LiNbO3, where N=100, 
electrode thickness(Al) H/λ=0.03, TeOB2B thickness 
H/λ=0.03, W=20λ, respectively. The minimum insertion 
loss of about 2.0 dB are obtained. 
Figure 15 shows the experimental results of phase linear 
filters using TeOB2B grating/128°Y-X LiNbOB3 B, where N=150, 
electrode thickness(Al) H/λ=0.03, TeOB2B thickness 
H/λ=0.03, W=20λ, respectively. The minimum insertion 
loss of about 2.8 dB are obtained. 
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Fig.13 Experimental result of UDIDT filter with phase 
linear, Insertion loss of about 0.6dB at N=50. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.14 Experimental result of UDIDT filter with phase 
linear, Insertion loss of about 2.1dB at N=100. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.15 Experimental result of UDIDT filter with phase 
linear, Insertion loss of about 2.8dB at N=150. 
 
 
 

5. Conclusion 
 The propagation characteristics of TeOB2B grating/Rotated 
Y-cut, X-propagating LiNbOB3 B ,LiTaOB3 B substrates with large  
k2 and impedance ratio are theoretically investigated. The 
large reflectivities are obtained by using the very low 
velocity thin films of TeOB2B. The grating films are applied to  
unidirectional dispersive transducers and filters. 
Theoretical results showed the minimum insertion loss of 
0.4dB.Experimental results showed the minimum insertion 
loss of 0.6dB. We are now investigating higher frequency 
filters and wide band filters with parallel connection UIDT. 
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Abstract 
Highly (103) oriented AlN films were successfully 

sputtered in different nitrogen concentrations [N2/(N2+Ar) 
*100%] in this research. The dependence of the nitrogen 
concentrations and the material characteristics of the films 
(crystalline structure and micro morphology) were 
investigated. The results showed that the X-ray diffraction 
(XRD) intensity of the (103) peak increased as the nitrogen 
concentrations decreased. The columnar grains of the (103) 
oriented AlN films grew perpendicular to the substrate 
surface and the surface morphology exhibited small (about 
30-50 nm) dense uniform grains. The (103) AlN films at 50 
% had the strongest diffraction intensity at the (103) peak, a 
small full width at half maximum (FWHM) value (0.252°), 
and a good N/Al atom composition ratio (0.92). The 
theoretical bulk acoustic wave properties of (103) oriented 
AlN films were also studied by solving the Christoffel 
equation. The result showed that the (103) oriented AlN 
films will excite two bulk acoustic wave modes. One is a 
quasi longitudinal mode and the other is a quasi fast shear 
mode. For the quasi longitudinal mode, the phase velocity is 
10717 m/s and the piezoelectric coupling constant (K2) is 4 
%. For the quasi fast shear mode, the phase velocity is 5957 
m/s and the K2 is 3.8%. The quasi fast shear acoustic mode 
of the (103) oriented AlN films is suitable for application on 
the FBAR liquid sensor. 

 
 KEYWORDS：sputtering, AlN, (103) oriented, FBAR 

 

I.  INTRODUCTION 
Recently, important efforts have been made in the 

development of electro-acoustic resonators for sensing in 
liquid media. Traditionally a film bulk acoustic wave 
(FBAW) device based on AlN, films grown with perfect c-
axis orientation are sought in order to optimally excite a 
longitudinal thickness mode [1]-[8]. It is not suitable to be 
applied on liquid sensors. That is because a longitudinally 
polarized wave resonator operated in a liquid medium 
exhibits a significant acoustic leakage into the liquid and 
hence results in a substantial loss of resolution [9]. For the 
liquid sensor application, a resonator with a shear mode does 
not produce any compressional motion into the liquid and 
thus no energy leakage [10]-[13]. Different oriented 
piezoelectric films will form the different vibration modes 

and acoustic properties. Thus, a FBAW resonator can excited 
a shear mode becomes very important. 

Bjurstrom et al used a two-stage sputtering process to 
deposit tilted AlN films to form a quasi (103) AlN texture 
[14], [15]. The resulting film had a distinct tilted texture with 
the mean tilt of the c-axis varying roughly in the interval 28 
to 32 degrees over the wafer. Then they used the tilted AlN 
films to make FBAR devices which successfully excited two 
bulk acoustic wave modes (a quasi-longitudinal mode and a 
quasi-shear mode simultaneously). The quasi-shear mode 
was successfully applied to the FBAR liquid sensor. Film 
uniformity is a main issue in the mass production yield and 
lowing cost for FBAR devices. Unfortunately, the titled 
sputtering method above seems to form non-uniformity films 
on a wafer. Thus depositing the (103) oriented AlN films is 
very important. 

In this research, we successfully deposited highly (103) 
oriented AlN films by the sputtering method and the 
theoretical bulk acoustic wave (BAW) properties of (103) 
oriented AlN films were also studied in detail.  

 

II.  EXPERIMENTAL PROCESS 
AlN films were deposited by r.f. magnetron sputtering 

from a water-cooled 3-inch diameter aluminum target 
(99.99%) in argon/nitrogen gas mixtures. The purity of the 
nitrogen gas was 99.9995% and that of the argon gas was 
99.99%. The sputtering parameters are shown in Table I. The 
crystalline structure and the crystallographic orientation of 
the films were determined using a glancing incident angle X-
ray diffraction (XRD) instrument (PANalytical X’PERT 
PRO). The power of the XRD (Cukα radiation) was fixed at 
45 kV and 40 mA. The incident angle of the X-ray was fixed 
at 0.5° and the XRD diffraction angles (2θ) ranged from 30° 
to 80°. The crystal quality of the films was obtained from the 
full width at half maximum (FWHM) of the XRD spectrum. 
A scanning electron microscope (SEM) instrument (Hitachi-
4700) was used to observe the surface morphology and cross 
section of the AlN films. The atom composition ratio (N/Al) 
of the AlN films was determined by the energy dispersive the 
X-ray spectroscopy (EDS) instrument (HORIBA). At a low 
N2/(N2+Ar) ratio, the nitrogen deficiency occurred in AlN, 
which was therefore sub-stoichiometric and lost long-range 
order domains [16]. Therefore, the high nitrogen 
concentrations (75%, 67%, 58% and 50%) are used to 
depositing AlN films in this experiment. 



 

III. RESULTS AND DISCUSSION 

A.  Structure analysis of (103) oriented AlN films 
The X-ray examination of piezoelectric films has been a 

major tool for determining the uniformity of crystalline 
structure [17].The higher the degree of orientation of a 
piezoelectric, the higher the electromechanical coupling 
coefficient of the piezoelectric [18]. Fig. 1 shows the XRD 
patterns of the AlN films as a function of the nitrogen 
concentrations. Fig.1 shows the XRD patterns of the films 
prepared at 75%, 67%, 58% and 50%. Those films all exhibit 
only the (103) peak. The (103) AlN films prepared at 50% 
has the strongest diffraction intensity of the (103) peak. 
However, as the N2/(N2+Ar) ratio increased further, the 
excessive nitrogen partial pressure made the sputtered atoms 
less energetic, which in turn reduced the crystallinity and the 
degree of (103) orientation. We further determines the 
FWHM values of the (103) XRD peak at the different 
nitrogen concentrations. The results are shown in Table II. It 
is found the FWHM values of the (103) XRD peak decreased 
(from 0.72 °  to 0.252 ° ) as the nitrogen concentration 
decreased (from 75% to 50%). Small FWHM value indicates 
the highly oriented crystallites. Therefore, those films at 50 
% are the best highly (103) oriented AlN crystalline 
structures in this research. 

One of the early indicators of a good piezoelectric film is 
the quality of its color and its transparency. Optical “eyeing” 
is an indicator of good or poor piezoelectric properties but it 
is not a quantitative measure. Those (103) AlN films 
prepared in this research are all transparent. The SEM 
analysis gives a more quantitative “eyeing” picture for 
surface and sidewall microstructures. We further do the SEM 
analysis of those films. Fig. 2 shows the surface morphology 
of the films. In the nitrogen concentration region (75%-50%), 
the surface morphology of the (103) AlN films look very 
alike. The photographs exhibited the grains are small (about 
30-50 nm) dense uniform grains. We also analyze the 
composition of the films by EDS. The results are shown in 
Table III. As the nitrogen concentrations decrease (from 75% 
to 50%), the N/Al atom ratio increase (from 0.72 to 0.92). It 
is found the higher the degree of (103) orientation, the 
smaller FWHM value and the higher N/Al atom ratio. The 
degree of the preferred orientation was a key material 
parameter and the other material parameters, the FWHM 
value and the atom composition ratio, were related to the 
degrees of preferred orientation. The (103) AlN films at 50 
% have the strongest diffraction intensity of the (103) peak, 
the smallest FWHM value (0.252°) and the best N/Al atom 
composition ratio (0.92). The SEM cross sections of the (103) 
AlN films are shown in Fig. 3. It is found the columnar 
grains of the (103) AlN films are perpendicular to the 
substrate surface. The film thicknesses at the nitrogen 
concentrations (75%-50%) are almost the same (about 1.25 
µm). As the nitrogen concentrations decrease, the film 
thicknesses increase slightly. 

 
 

B.  Bulk acoustic wave properties of (002) and 
(103) oriented AlN films 

The three-dimensional wave equation was generally 
referred to as the Christoffel equation [19]. It admitted three 
solutions, the properties of which were determined by the 
relation of the propagation direction to the stiffness matrix. 
The Christoffel equation and Christoffel matrix (Γ ) were 
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The Christoffel matrix for a piezoelectrically stiffened 
crystal (Γ′ ) was 
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Where jv  and iv  were the particle velocity; iKl  and Ljl  

were the propagation direction matrix; il and jl  were the 

propagation direction; Kle  and iLe  were the piezoelectric 

matrix; KLc , S
ijε , k , ω , and ρ  were the stiffness matrix, 

the permittivity matrix, the wave number, the angle 
frequency, and the mass density, respectively.    

Christoffel matrix was 3×3 with elements that depend 
only on the propagation direction of the wave and stiffness 
constants of the crystal. The material constants [20] of the 
AlN are shown in Table IV. Using the AlN material 
constants and the propagation direction, we could get the 
Christoffel matrix by (3). Solving the Christoffel matrix 
involved solving an eigenvalue problem; the eigenvalues 
were three real positive numbers that were simply the three 
phase velocities of the possible propagating waves. 

A piezoelectric coupling constant (K2) can be derived by 
this equation [19]. 
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Where av′  and av  were stiffened and unstiffened phase 
velocity. 

For an (002) oriented AlN films, the wave propagation 

direction is zzzzyyxx lâlâlâlâl̂ =++= , and the 

Christoffel matrix of (002) oriented AlN films ( 002Γ′ ) was 
given by (3). 
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From solving the Christoffel matrix of (002) oriented, we 

obtain the eigenvalues: }
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K2 value of the pure longitudinal mode is 
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values of the two pure shear modes is zero. We further use 
the material constants of the AlN in Table IV and get the 
following results. 

The phase velocities and piezoelectric coupling constant 
(K2) of the (002) oriented AlN films are: 
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The K2 value of the pure shear mode is zero. Therefore, 
the (002) oriented AlN only provide a pure longitudinal 
mode, where the velocity is 10931 m/s and the K2 is 6.245%.  

For the (103) oriented AlN films, the wave propagation 

direction is zzxx la
10
3la

10
1l )))

+= . The Christoffel 

matrix of (103) oriented AlN films ( 103Γ′ ) is given by (3). 
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From solving the Christoffel matrix of (103) oriented, we 

obtain the eigenvalues: }E,E,E{ 321 , and the corresponding 
eigenvectors: ]}0.2 0 1[],0 1 0[],1 0 2.0{[ . Therefore, the quasi 
longitudinal mode correspond to the eigenvalue 1E  has the 

phase velocity
ρ

1E . The phase velocities of the pure slow 

shear mode and the quasi fast shear mode are
ρ

2E
 

and
ρ

3E
 respectively.  
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The K2 value is derived by (4). We further use the 

material constants of the AlN in Table IV and get the 
following results. 

The velocities and piezoelectric coupling constant (K2) of 
the (103) oriented AlN films are: 
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The K2 of the pure slow shear mode is zero. Therefore, 

the (103) oriented AlN films provide a quasi longitudinal 
mode and a quasi fast shear mode. The acoustic properties of 
the quasi longitudinal mode are the velocity (10717 m/s) and 
the K2 value (4 %). The acoustic properties of the quasi fast 
shear mode are the velocity (5957 m/s) and the K2 value 
(3.8%). 

 

IV.CONCLUSIONS 
The (103) oriented AlN films are successfully prepared 

on the silicon substrate by r.f. magnetron sputtering. It 
exhibits the XRD intensity of the (103) peak increase as the 
nitrogen concentrations decrease. The columnar grains of the 
(103) oriented AlN films grow perpendicular to the substrate 
surface and the surface morphology exhibited the small 
(about 30-50 nm) dense uniform grains. It is found the higher 
the degree of (103) orientation, the smaller FWHM value and 
the higher N/Al atom ratio. These material parameters are all 
inter-related. The (103) AlN films at 50 % has the strongest 
diffraction intensity of the (103) peak, the smallest FWHM 
value (0.252 ° ) and the best N/Al atom composition ratio 
(0.92). 

The theoretical bulk acoustic wave properties of (103) 
oriented AlN films are also studied in this research. It is 
found the (103) oriented AlN films could provide a quasi 
longitudinal mode and a quasi fast shear mode. The acoustic 
properties of the quasi longitudinal mode are the velocity 
(10717 m/s) and the K2 value (4 %). The acoustic properties 
of the quasi fast shear mode are the velocity (5957 m/s) and 
the K2 value (3.8%). 
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Table I Sputtering conditions in the experiment 

Target Aluminum (99.99%) 
Substrate Silicon 
Gas 1 N2 (99.9995%) 

Gas 2 Ar (99.99%) 
Target-substrate distance 5-10 cm 
Base pressure 10-6 Torr 
Sputtering pressure 3~7 m Torr 
RF power 150~350 W 
Substrate temperature 100~300 ℃ 

Nitrogen concentration  
(N2/N2+Ar)*100% 

50%, 58 %, 67 %, 75 % 

Total flow rate 12 sccm 
Sputtering time 120 min 

 
Table II The full width at half maximum of the AlN thin 

films deposited in different nitrogen concentrations 

Table III The atom composition ratio (N/Al) of the AlN 
thin films deposited in different nitrogen concentrations 

 
Table IV Material constants of the AlN 

 

 
Fig.1 The XRD patterns of the AlN thin films deposited in 
different nitrogen concentrations (a) 75% (b) 67% (c) 58% (d) 
50% 

Density (kg/m3) ρ 3512 

Elastic stiffness 
(G Pa) 

c11 
c12 
c13 
c33 
c44 
c66 

345 
125 
120 
395 
118 
110 

Piezoelectric 
stress constant  

(C/m2) 

e15 
e31 
e33 

-0.48 
-0.45 
1.55 

Dielectric 
permittivity (ε0) 

ε11 
ε33 

9 
11 

nitrogen concentrations FWHM (degrees) 

75% 0.72 

67% 0.443 

58% 0.288 

50% 0.252 

nitrogen concentrations N/Al (%) 

75% 0.72 

67% 0.81 

58% 0.87 

50% 0.92 



 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig.2 The SEM surface morphology of the AlN thin films 
deposited in different nitrogen concentrations (a) 75% (b) 
67% (c) 58% (d) 50% 

 
Fig.3 The SEM cross section of the (103) oriented AlN films 
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Abstract UNCD thin films possess very fine grains 
(~5-10 nm) and smooth surface (rms~10 nm) 
characteristics, which makes these films very promising 
for the applications in a device requiring smooth surface, 
such as surface acoustic wave devices. However, in 
order to deposit uniform and continuous diamond films 
at low substrate temperature, creation of nucleation 
centers is foremost step. In this study, various substrate 
pretreatment methods are employed for enhancing the 
formation of continuous and high nucleation density 
ultra-nano-crystalline diamond (UNCD) films. How the 
deposition parameters modify the growth behavior of 
the films will also be investigated. The results showed 
that the surface morphologies and other properties of 
these UNCD films are correlated intimately with 
pretreatment methods, although all the UNCD films 
have shown almost similar grain size and Raman spectra. 
Nucleation density as high as ~1011 cm-2 is grown from 
these applied pretreatment techniques. Moreover, 
maintaining ultra small grains size during the growth 
stage of diamond films is crucial in order to achieve 
very smooth surface for the films. For this purpose, 
Ar-plasma was utilized instead of commonly used 
H2-plasma, to induce the C2-radicals from the methane. 
All the processing parameters markedly affect the 
growth rate for the UNCD films. This investigation 
indicates that the key parameters are ratio of C2

+ and H+ 
radicals and substrate temperature.  

 
I. Introduction 

The unique combination of physical and chemical 
properties of diamond film has drawn more attention 
among researcher to us e diamond in many applications. 
However, the high roughness of microcrystalline 
diamond films made them inapplicable in specific 
applications. In the recent past, very smooth 
ultrananocrystalline diamond (UNCD) films deposited 
by CH4/Ar mixture have been established. The detail 
mechanism for the formation of UNCD from CH4/Ar 
plasma has been reported [1, 2]. Recent application of 
nano-diamond films in bio-sensors [3], filed emission [4, 
5] and bio-medical application [6] have shown the 
promising future of this nano-material. The adhesion of 
thin film to the substrates is very critical for the 
performance of MEMS and IC devices. Smooth and 
good adhesion properties are especially important to 
grow thick diamond films normally required for 
application like SAW[7] and MEMS devices[8]. 

The substrate pretreatment process strongly affects 
the nucleation and growth process of diamond films, 
which determines the deposition rate, crystal quality, 
surface roughness, and film-to-substrate adhesion. There 
are many methods for effectively forming the diamond 
nuclei on smooth Si substrates, including 
ultrasonication[9], carbide-metal addition[10], 
pre-carburized[11], and bias-enhanced-nucleation 
(BEN) method[12,13]. However, how does these 
processes alter the film-to-substrate adhesion is still not 
well understood. The main objective of the present work 
is to systematically investigate the relationship between 
nucleation pretreatment methods and growth condition 
with UNCD film characteristics, such as smoothness, 
film to substrate adhesion, bonding structure and 
deposition rate. 
 
II. Experimental 

In this study, four pre-nucleation techniques 
were used for forming diamond nuclei, which, in turn, 
is used for growing UNCD films. The Si-substrates 
were either (i) ultrasonicated with diamond powder 
solution, designated as U-substrates; (ii) 
ultrasonicated with diamond-&-Ti mixed powder 
solution, designated as U-m substrates; (iii) 
pre-carburized with CH4/Ar plasma and then 
ultrasonicated with diamond powder solution, 
designated as PC-U-substrates; (iv) bias-enhanced 
nucleation process, designated as BEN-substrates. 
The UNCD films were grown in a IPLAS 
CRYNNUS 2.45 GHz microwave plasma enhanced 
chemical vapor deposition (MPECVD) system with 
the same deposition parameters. 

Table I presents the detail experimental 
deposition conditions used for UNCD growth for 
investigating the growth stage behavior. The chamber 
pressure, CH4/Ar ratio, temperature and microwave 
power were varied in series -P, -C, -T and -MW, 
respectively, keeping rest of the parameters constant. 
Surface morphology of samples was examined with a 
field emission scanning electron microscope (JEOL 
6010). Surface topography and roughness was 
measured with atomic force microscope (PARK).The 
adhesion between UNCD and Si substrate was 
determined by a ramping-load scratch test using 
nanoindenter instrument equipped with a nanoscratch 
capability (MTS, USA). Crystal quality of UNCD 
films was investigated by Raman spectroscope using 
514 nm argon laser beam (Renishaw).  



 
III. Results and discussion 

Figure 1 shows the surface morphology of UNCD 
films deposited after different nucleation methods, 
indicating that all the UNCD films grown on the U, U-m, 
PC-U and BEN substrates are rather uniform. 
Nucleation density of UNCD, which is determined by 
density of UNCD clusters, varies with pre-treatment 
methods, and is ~5x108/cm2 for U-substrates, ~5x109 
grains/cm2 for U-m substrates, ~1x1011 grains/cm2 for 
PC-U substrates, and ~1x1010 grains/cm2 for 
BEN-substrates. The PC-U and BEN substrates are fully 
covered by UNCD, forming a continuous film, whereas 
the U- and U-m substrates are not fully covered by the 
UNCD. There are still some uncovered regions. The 
surface roughness for UNCD/U-Si films (57.75 nm-rms) 
is one order of magnitude larger than other UNCD films, 
which is, presumably due to lower nucleation density 
and incomplete substrate coverage of diamond grains for 
the U-Si substrates. As to the two films grown on high 
nucleation density substrates and were fully covered by 
diamond grains, the UNCD/PC-U and UNCD/BEN 
films, the surface roughness is 6.61 nm (rms) and 10.65 
nm (rms), respectively. The rougher surface for UNCD/ 
BEN-Si films is closely correlated with the smaller 
nucleation density and the formation of cauliflower 
morphology of the UNCD/BEN-Si films. All the UNCD 
films possess similar granular structure, containing 
grains with a size less than 10 nm, regardless of the 
pre-nucleation techniques used.  

The diamond-to-substrate adhesion also changes 
pronouncedly due to these pre-nucleation processes, 
which will be discussed shortly. Figure 2(a)  represents 
the typical sliding wear tracks on UNCD films resulted 
by nano-scratching testing procedures. It shows a clear 
critical point, where the UNCD films start to delaminate 
from substrate.  Figure 2(b) shows the penetration 
profiles of ramping load nano-scratch surface for UNCD 
films grown on substrates pretreated by different 
nucleation methods, where the surface penetration is 
plotted as a function of the applied load. During the 
nano-scratching test, the Berkovich tip gradually 
penetrated through the UNCD films due to the linearly 
increasing load. The profile drops suddenly when the 
films delaminate from the substrate. The load at which 
the Berkovich tip suddenly drops is designated as 
critical loads (Lc). 

The UNCD/U substrate films show poor 
film-to-substrate adhesion, which is apparently due to 
the low nucleation density and incomplete coverage of 
the UNCD films over the substrate. The 
UNCD/BEN-substrate films (67 mN) show the best 
film-to-substrate adhesion, with the critical loads about 
3 times as large as that for UNCD/U-m (24 mN) and 
UNCD/PC-U (22 mN) films. The main factor 
influencing the adhesion behavior of the UNCD films is 
apparently the bonding strength between UNCD and Si 
substrate. In BEN process, the carbon species were 
accelerated, possessing high kinetic energy and easily 
form covalent bonding, SiC, when bombarding the 

Si-substrates, which has been proved in many literatures 
[14, 15]. The UNCD-to-Si substrate adhesion is thus 
greatly enhanced. In contrast, in all the other 
ultrasonication process, the kinetic energy of the 
powders is relatively low and the bombardment damage 
on the Si-substrate is relatively mild. An amorphous 
carbon film was formed prior to the formation of 
diamond nuclei. The UNCD-to-Si substrate adhesion is 
thus inherently low. 

Figure 3 (a)  shows the effect of various parameters 
on the deposition rate of UNCD. The growth rate of 
UNCD film was found to depend on microwave power 
(series-MW), chamber pressure (series-P), CH4-Ar ratio 
(series-C) and substrate temperature (series-T). Optical 
emission spectroscopy (OES) is used to investigate the 
relationship between deposition parameters and plasma 
conditions, and use the ratio of the strongest C2 peak 
(516.5 nm) and Hα peak (656.3 nm) as a probe to 
monitor the plasma condition, shown in Fig. 3 (b). Both 
of deposition rate and C2/Hα ratio keep constant at low 
microwave region and decrease at high microwave 
region, and also increase with chamber pressure and 
CH4-Ar ratio. The primary correlation between plasma 
condition and deposition rate is C2 species ratio which 
could be controlled by deposition parameters. 

UNCD film was grown at a deposition rate of ~1 
µm/h with following combination of parameters: 780 W 
microwave pow er, 150 torr pressure, 850oC temperature 
and 1 % methane to argon ratio. Figure 4 shows typical 
SEM image of thus obtained UNCD films and diamond 
grains of size less than 10 nm had been grown under 
above described deposition conditions. The surface 
roughness of UNCD films was similar under varied 
deposition conditions. Figure 5 shows Raman spectra of 
UNCD films which were deposited on silicon at different 
experimental conditions. These Raman spectra were 
found very similar to previously reported literatures [9, 
16]. There are four main peaks normally observed at 
around 1140 cm-1, 1350 cm-1, 1480 cm-1 and 1580 cm-1 
in visible Raman spectra of UNCD films. The broad 
peak at 1350 cm-1 and 1580 cm-1 are commonly termed 
as D-band and G band, respectively. The peaks at 1140 
cm-1 and 1480 cm-1 were assigned to trans-polyacetylene 
segments [17, 18] presented at the grain boundaries and 
surfaces of nano-diamond films. In our study, the peak 
height of 1140 cm-1 and 1480 cm-1 suggested the increase 
in trans-polyacetylne percentage with substrate 
temperature (series-T). Raman spectra of series-P, -C 
and -MW samples were almost the same indicating not 
much changed in crystallinity of UNCD films by varying 
pressure, CH4/Ar ratio and microwave power. 
 
IV. Conclusion 

UNCD films with grain size less than 10 nm was 
grown on Si-substrate pretreated by four different 
techniques. Nucleation density between 108~1011 
grains/cm2 was obtained, which depend on different 
pre-treated process. AFM study revealed that the PC-U 
process results in the best surface smoothness for 
UNCD films (rms 6.61 nm) due to high nucleation 



density. The nano-scratch examination indicates that the 
high as 67 mN, which is about 3 times larger than other 
UNCD films grown on ultrasonication pretreated 
Si-substrates. Naturally smooth UNCD films with 
similar surface morphology and bonding structure could 
be prepared with wide deposition window. UNCD 
deposition rate and quality could be controlled by 
plasma conditions, especially C2 ratio and substrate 
temperature. 
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Table I: Experimental deposition conditions for UNCD growth on BEN silicon surface. 
Materials Pressure (Torr) CH4/Ar Ratio (%) Temperature (oC) MW Power (W) 

Series-P 100~150 1 % 400 1200 
Series-C 150 0.5 ~ 2 % 400 1200 

Series-T 150 1 % 400 ~ 600 750 
Series-MW 150 1 % 600 600 ~ 1200 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.  SEM and AFM micrographs of UNCD films 
grown on silicon substrates, which were pretreated by 
four different nucleation techniques; (a) U: 
ultrasonicated with diamond powder solution, rms ~ 
57.75 nm; (b) U-m: ultrasonicated with diamond/Ti 
mixed powder solution, rms ~ 9.12 nm; (c) PC-U: 
pre-carburized and then ultrasonicated with diamond 
powder solution, rms ~ 6.61 nm; (d) BEN: 
bias-enhanced nucleation process, rms ~ 10.25 nm. 

 

 



 
Fig. 2. (a) The micrograph showing the typical damaged 
image after nano-indentor tip scratching of UNCD films 
grown on silicon substrate and (b) the penetration curves 
of the nano-indentor tip scratching along UNCD films, 
where (i) U: ultrasonicated with diamond powder 
solution; (ii) U-m: ultrasonicated with diamond-&-Ti 
mixed powder solution; (iii) PC-U: pre-carburized and 
then ultrasonicated with diamond powder solution; (iv) 
BEN: bias-enhanced nucleation process). 

 

 

Fig. 4. FE-SEM image of UNCD grown under 
deposition condition of 750 W microwave power, 150 
torr total pressure, total flow of 200 sccm Ar-CH4 
(CH4-1 %) and substrate temperature 850 oC in 3 h 
deposition period. Inset shows a cross-sectional view. 

Fig. 3. Effect of total pressure (P), CH4 to Ar ratio (C), 
substrate temperature (T) and microwave power (MW) 
on (a) the deposition rate and (b) optical emission 
spectra (OES) of UNCD 

 

 

 

 

Fig. 5. Visible Raman spectra for UNCD films obtained 
under different experimental conditions. 
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Abstract—In this paper we propose a new method for detecting 

nanometric oscillation that is compatible with RF-MEMS (radio 
frequency-micro electro mechanical system) band-pass filter 
applications.  A silicon microfabricated oscillator (resonator) has 
been designed to have a pair of sharp tips made of single 
crystalline silicon located with a few microns gap.  A DC voltage 
(~ 240 V) was applied to the gap to cause the field-emission (FE) 
current (~ 100 nA) through the vacuum (2 x 10-8 Torr) between 
the tip.  The FE current through the vacuum is electrostatically 
modulated by the mechanical oscillation of the electrically biased 
modulator, such that the amplitude o of oscillation can be known 
by the modulation of the sensed FE current. 
 

Index Terms—MEMS, resonator, oscillator, field emission 
 

I. INTRODUCTION 
ONVENTIONAL radio-frequency microelectromechanical 
system (RF-MEMS) mechanical filters and recently 

developed devices utilize capacitive coupling for both 
excitation and detection of nanometric oscillation [1-4]. 
However, the capacitance diminishes fast when the device size 
decreases from several hundreds micron scale to a micron, 
which makes signal detection difficult.   Besides, direct 
capacitive coupling often associates with mismatching issues 
and stray capacitance of electrical interconnection, and it also 
suffers from small fan out. 

Recent vacuum microelectronics achievements [5,6] have 
opened up the room for more application opportunities based 
on the field-emission (FE) effect.  Micro- or nanomechanical 
resonators have the advantages of generally high quality factor 
(Q-factor), compatibility with batch fabrication capability, and 
well-established semiconductor microfabrication processes.  
As device dimensions such as tip radii and anode-cathode gap 
decrease, the field-emission current increases even with a 
given constant bias voltages.  This work investigates the 
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possibilities of signal detection by integrating the 
field-emission tips in a MEMS resonator device by using only 
one photolithography step for simple fabrication processes. 
 

II. FIELD EMISSION MODULATOR MECHANISM 
The conceptual operation principle for the field-emission 
resonator MEMS is illustrated in Figure 1 (a).  In between the 
sharp tips, an electrically biased silicon micromachined 
resonator is located along the field-emission current path, 
which is intervened by the resonator; the FE current in 
vacuum is transmitted straight to the opposing tip when no 
electromechanical interference exists.  On the other hand, the 
current is spatially modulated when the electrically biased 
oscillator is brought into close vicinity to the path.   
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Figure 1  Conceptual drawing of the proposed MEMS 
resonator with field emission oscillation mechanism that 
works as a band-pass filter.  (a) Parameters m, f0, and k are the 
resonator mass, modulation frequency (= resonant frequency), 
and elastic constant of the resonator suspension, respectively.  
(b) Illustration of the electrical wiring for the MEMS resonator 
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device.  Parameters vc, va, and vg are the voltages applied to the 
cathode, anode, and the gate, respectively.  Parameters vin, vb 
are the sinusoidal input and constant bias voltages for the 
resonator, respectively.  Parameters iFE, is the output 
field-emission current. 
 
The electrons that pass the fixed screening aperture gates are 
finally detected by the anode, by which a signal component of 
a particular frequency is band-pass filtered.  The higher the 
level of vacuum we would make, the easier it is for the field 
emission to be excited.  Thanks to the reduced air damping 
effect, the micro resonator can be oscillated at a larger Q 
factor. 

For a wireless application, for instance, frequency signal 
picked up by the antenna is pre-processed and fed into the 
driving electrode for the micromechanical resonator.  The 
objective of this work is to correlate the information carried by 
the FE current and the dynamic characteristics of the MEMS 
resonator.  The electrical connections needed to operate the 
MEMS resonator are illustrated in Figure 1 (b); the MEMS 
resonator is implemented as a micromechanical bridge with a 
movable tip driven by the electrostatic coupling.  The four tips 
are arranged in a cross that is different from the conceptual 
drawing in Figure 1 (a); such tips and small gap could be 
made by the silicon micromachining technique, as discussed in 
the following section. 
 

III. MEMS FABRICATION 
The fabrication process for the MEMS resonator is illustrated 
in Figure 2.  In Fig. 2 (a), we started the process with a 
silicon-on-insulator (SOI) wafer with an active silicon layer of 
10 microns, buried oxide of 2 microns, and a silicon handle 
wafer of 625 microns.  After oxidizing the silicon surface and 
patterning the oxide mask, the mask patterns were transferred 
to the device layer by using the silicon deep reactive ion 
etching (DRIE) process as shown in Fig. 2 (b).  In Fig. 2 (c), 
the tips were sharpened by the anisotropic wet etching of 
silicon in a 15% tetramethyl ammonium hydroxide (TMAH) 
solution at 60 degree C.  Under the protection of the oxide 
mask, the THAM anisotropic etching from the silicon 
sidewalls caused the beam cross sections to be come 
trapezoidal or even triangular shape.  Once TMAH etching 
was adequate to separate these narrow connecting beams, the 
oxide mask could be removed in a buffered hydrofluoric 
(BHF) acid solution.  More timed THAM etching to further 
sharpen the tips might be necessary. 
 As the electrical leakage current was related to the surface 
conditions at the interface between the BOX layer and the 
handle layer, the timed partial BOX removal in Fig. 2 (d) 
sometimes was a critical step.  At the current stage, the exact 
mechanism of the leakage remains unclear to us.  For the 
MEMS resonator device that contains a resonator, we used 
vapor-phase hydrofluoric acid (VHF) etching to prevent the 
movable components from sticking to the substrate by the 
surface tension force of liquid [8].  The etching time must be 
adequate to sacrificially release the MEMS resonator but must 

not too long to completely remove the exposed BOX layer [7]. 
 The processed chips were then placed under the optical 
microscope on a probe station.  The microactuators were 
mechanically displaced by using a micromanipulated probe to 
determine if the movable parts were fully released without 
stiction.  Once successful release was observed, the chip was 
then wire-bonded onto a ceramic chip holder.  After 
connecting a device to a function generator, mechanically 
oscillation at the resonator tip was visually observed.  In our 
current prototype devices, the resonators were designed to be 
large enough for visual observation to make it easy for us to 
correlate the mechanical motion with the FE current 
modulation. 
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Figure 2.  The fabrication process illustrates how the sharp 
anode-cathode tips of the RE device are formed. The same 
process can also be used on the SR device except that the 
vapor HF etching is optional. (a) The process begins with 
transferring the mask pattern to the front-side of an oxidized 
SOI wafer. (b) With the protection of an oxide mask, TMAH 
etching shapes the precursor tips. (c) Oxide mask removal and 
further TMAH etch separate and sharpen the tips. (d) Partial 
vapor HF etch appears to help reduce leakage current.  Exact 
reason for such behavior is not fully understood 

IV. FIELD-EMISSION DETECTION EXPERIMENT 
The experimental setup includes a semiconductor parameter 
analyzer (SPA, Agilent E5263A) and the vacuum chamber 
that provides the 2x10-8 Torr (2.7x10-6 Pa) vacuum 
environment.  The current flow through the anode channel ia 
and the cathode channel ic can be measured simultaneously by 
the SPA.  A multichannel electrical interface is used to 
provide the vacuum chamber.  In our experiment, one output 
channel of the SPA provides a constant positive anode voltage 
va, which is equipoential to the gate voltage vg, and the other 
output channel sweeps a negative cathode voltage vc, while the 
SPA simultaneously captures the electrical current variation 
along the circuit in the nano Ampere range.  The general 
purpose interface bus (GPIB) input/output (I/O) interface of 
the SPA is connected througha GPIB-universal serious bus 
(USB) conversion module to a personal computer (PC) with 
the LabView software.   An interface program was written for 
control and data acquisition. 
 

V. RESULTS AND DISCUSSION 
The field-emission phenomenon can be mathematically 
described by the governing Fowler-Nordheim (FN) equation 
show in Equation (1).  It expresses the FE current density J as 
a function of the external electric field F and the material work 
function φ (~4.5 eV for bare silicon) [5, 9], 
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In Equation (1), the units of the FE current density J and the 
external electric field F are A cm-2 and V cm-1, respectively.  
The FE current iFE can be expressed in terms of J and the 
effective FE tip area α as follows: 

! 

i
FE

=" J .                   (2) 
The relation between F and the electric field coefficient β and 
the anode-cathode potential difference vac is shown as follows: 
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For our MEMS resonator, the values of α and β are estimated 
to be 8.9x10-14 cm2 and 6.4x105 cm-1, respectively.  By 
combining and rearranging Equations (1), (2), and (3), the 
field-emission current can be written in terms of the 
anode-cathode potential difference vac, effective tip area of α, 
electric field coeffcient β, and work function φ  as follows: 
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After tailoring the MEMS resonator design and fabrication 
conditions, the anode-cathode gap was reduced to 3 microns, 
and the FE current was measured to be over 90 nA at a bias 
voltage of 240 V, as shown in Fig. 4 (a).  The values of α and 
β were estimated by using a fitting curve to Equation (4), and 
we found α and β to be 1.1x10-13 cm2 and 5.8x105 cm-1, 
respectively.   A corresponding FN plot is shown in Fig. 4 (b).  
Our recent experiment (now shown in this paper) shows 
further improvement of FE current after coating the silicon 
tips with metal of lower work functions, such as molybdenum 
and yttrium. 
 
 

VI. CONCLUSION AND OUTLOOK 
MEMS resonator with field-emission current detection 
mechanism has been designed and developed.  The FE current 
was clearly observed in high vacuum.  MEMS resonators of 
higher resonant frequencies (MHz range) are under 
development by using the Lame resonator design.  Devices 
working with lower bias voltages (~10 V) are developed 
separately by using a shorter cathode-anode gap.  To our 
interest, FE current at low vacuum level was also observed 
thanks to the small anode-cathode distance compared with the 
mean free path of the electrons.  This suggests a potential of 
device-level vacuum packaging rather than using a bulky 
vacuum system, leading to a compatibility with mobile 
electronics. 
 

 
(a) 
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Figure 3 SEM picture of the MEMS resonator. (a) The entire 
view of the resonator and the field-emission tips.  The actuator 
tip is electrostatically modulated by using the mechanism of 
parallel-plate electrodes.  (b) A close up view of the field 
emission tips.   
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Figure 4   I-V curve of the FE current from the MEMS 
resonator device. Slightly varied TMAH etching time 
produces closer gap of 3 microns and sharper tips, which 
result in larger FE current. At a 240 V anode-cathode potential 
difference, FE current is measured to be about 94.03 nA. (b) 
FN plot of the RE device.  
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I. INTRODUCTION 

Miniaturized atomic frequency-references that use 
lamp-pumped alkali-vapor cells and external microwave 
fields to probe clock transitions while retaining stability at 
long-term frequency that is typical of atomic standards (~ 
10-11 @ 1 second for 1 day) have recently become 
commercially available. However, their size (>100 cm3) 
and power dissipation (>5 W) are insufficient to fulfill the 
demands of applications such as global-positioning 
system receivers and in-field telecommunication devices. 
They require compactness, low cost, low power 
consumption, high-frequency stability, and robustness, 
none of which can be met with atomic beams or fountains. 

Coherent population trapping (CPT), which was 
discovered more than thirty years ago by Alzetta et al. [1], 
is a resonance phenomenon due to the quantum 
mechanical interference effect in atomic systems that 
cancels the absorption of a bichromatic light field [2]. 
These narrow features were recognized as possible 
microwave-frequency references, such as laser cooling 
below the one photon recoil limit and high-sensitivity 
magnetometry [3,4]. CPT resonances for alkali atoms can 
be probed between long-lived ground states in an all-
optical way using two different laser wavelengths. 

A vertical-cavity surface-emitting laser diode 
(VCSEL) fundamentally only operates on one specific 

longitudinal laser-mode and can easily be fabricated as 
part of a whole array of emitters [5,6]. Recent progress 
with VCSEL has obtained high modulation bandwidths of 
several gigahertz and near-infrared wavelengths where 
cesium and rubidium have their strongest D1 and D2 
resonance lines (894, 852, 794 and 780 nm).  These 
characteristics can provide a bichromatic light field, 
which is required for the CPT phenomenon, using the 
direct modulation of a laser current; therefore, VCSELs 
are very suitable for compact frequency references and 
magnetometers. 

A program for chip-scale atomic clocks (CSACs) 
using CPT was introduced in 2001 by the National 
Institute of Standards and Technology (NIST) for portable 
applications and the program’s goals are listed. 

• Volume < 1 cm3 

• Power dissipation < 30 mW 

• Fractional frequency instability < 10-11 @ 1hr 

In addition, a cost of a CSAC is aimed at less than US$ 10 
by using a method of micro-electro-mechanical system 
(MEMS) fabrication. Since the NIST program started, 
much research on CSACs has been done. A summary of 
CSACs based on CPT is introduced in this paper. 

 



II. COHERENT POPULATION TRAPPING RESONANCE  

CPT can occur in the Λ system shown in Fig. 1.  The 
two ground states (|1> and |2>) are coupled to a common 
excited state (|3>) via two light fields interacting with two 
transitions (ω1 and ω2). If the difference frequency, ∆hfs, 
of the light fields matches the ground-state splitting, the 
atoms are optically pumped into a coherent superposition 
of the ground states , which no longer absorbs light (the 
so-called “dark-resonance”). The listed ∆hfs/2π and 
wavelengths of the light field between ground and excited 
states corresponding to ω2 in rubidium and cesium alkali 
atoms are shown in Table 1. 

Table 1  Wavelengths of light field between ground and 
excited states  and frequency differences between two ground 
states. 

Atom D1 line D2 line ∆ hfs/2π 
Rb85 3.0 GHz 
Rb87 

795 n m 780 n m 
6.8 GHz 

Cs 894 n m 852 n m 9.2 GHz 
 

 

III. EXPERIMENTAL CONFIGURATION 

A VCSEL’s injection current is modulated at half the 
ground-state hyperfine splitting frequency of an alkali 
atom to prepare a bichromatic light field. The modulation 
frequency in Cs is 4.6 GHz and the two first-order 
sidebands are used to excite the resonance [3]. The 
temperature of the VCSEL and DC drive current are 

carefully controlled to keep the output laser frequency 
constant. The linearly polarized output from the VCSEL 
is sent through a quarter-wave plate to create circular 
polarization and is attenuated by natural-density filters [7]. 
A cell is placed inside a magnetic shield to reduce stray 
magnetic fields and a longitudinal magnetic field is 
applied with coils to isolate the m=0 to m=0 transition 
from the other m=0 transitions [8]. The temperature of the 
cell is also stabilized to avoid light shifts and power 
broadening in the dark line. The light transmitted through 
the cell is detected with a photodiode. Figure 2 outlines 
the system for measuring an atomic referenc e using the Cs 
D2-line (Kitching et al. [7]). 

 

IV.  MICROFABRICATED VAPOR CELLS 

Conventional atomic vapor cells have been produced 
with glass-blowing techniques using gas torches. 
However, these methods of fabricating cells are not 
feasible at sizes less than 1 cm. Liew et al. [9] developed 
methods of fabricating millimeter-sized cesium vapor 
cells using silicon micromachining instead of glass-
blowing technology. There is a photograph of a fabricated 
micro Cs cell in Fig. 3. Cells were heated and light from a 
VCSEL (852 nm) was passed through them. The results 
revealed typical cesium optical absorption consisting of 

|2> 

|1> 

|3 > 

δR 

ω1 
ω2 

∆hfs 

Fig. 1 Three level Λ  system in alkali-metal atoms. 
Fig. 2.  Electronics and servo systems used to (a) lock 

laser to absorption profile and (b) lock crystal oscillator to 
dark-line resonance.  (Kitching et al., IEEE Trans. 
Instrum. Meas., 49, 1313, 2000. [7] ) 



two resonances separated by 9.2 GHz, corresponding to 
the two ground-state hyperfine levels. Cells fabricated 
with this method have been applied to a state-of–the-art 
micro-atomic-clock physics package [10]. 

 

V. HIGH CONTRAST CPT RESONANCE 

It is important that the CPT resonance line for atomic -
frequency references has large amplitude is narrow to 
gain the signal-to-noise ratio of the resonance. 
Experiments with the D2 line of Cs have shown that the 
signal contrast is roughly 1%. The amplitude of CPT 
resonance is inversely proportional to the number of the 
excited-state hyperfine levels. According to Stahler et. al 
[11], the excitation of 85Rb D1 transition results in both 
narrower resonance and more resonance contrast than  
with D2 transition, as plotted in Fig. 4. This method of 
improving CPT contrast was applied to the 87Rb-based 
CSAC [12-13] to improve its long-term frequency 
stability. The results obtained by Knappe et al. [13] are 
plotted in Fig. 5. Long-term frequency stability was 
significantly improved with a novel method of filling 
chip-scale alkali vapor cells and 87Rb D1 transition.  

An other method of increasing CPT contrast was 
reported by Kargapoltsev et al. [14]. The amplitude of 
nonlinear dark resonance excited on the D1 line with a 
counter-propagating bichromatic σ+  -  σ- field can be 

improved over the usual scheme of co-propagating 
circularly polarized laser beams in small Cs cells having a 
diameter of 2mm and a length 4mm. These results may be 
important in applications such as highly miniaturized 
atomic frequency references or magnetometers. Their 
initial experiments confirm the theoretical predictions.    

Fig. 4. CPT resonance for excitation on A, D1 
transition and B, D2 transition with resonant laser 
intensity of 160 µW/cm2. (Stahler et. al, Opt. Lett., 27, 
1472, 2002.[10]) 

Fig. 5. Output frequency of CPT clock, normalized to
frequency of ground-state hyperfine splitting of alkali 
atom, for Cs atoms excited on D2 line CSAC (black), 87Rb 
atoms excited on D1 line CSAC (light gray) and 87Rb D1
line frequency reference based on cell fabricated with new 
evaporative filling method (gray). (Knappe et al., Opt. 
Lett., 30, 2351, 2005. [13] ) 

Fig. 3. (a) Photograph of top cell showing cesium
inside. (b) Photograph of smaller cesium cell. (Liew et 
al., Appl. Phys. Lett.,  84, 2694, 2003. [9]) 



 

VI. CONCLUSION 

CSACs based on CPT were briefly introduced. 
Prototype state-of–the-art ultra-small chip CSACs were 
fabricated using MEMS technology and their 
characteristics were improved. However, many problems 
remain to be solved in commercial products, such as 
power dissipation, down sizing, long lifetime, and the 
accuracy and stability of frequency. 
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Abstract- Due to its high Q and temperature stable properties, for many years, quartz crystal based oscillators are 
important clock sources in consumer, commercial, industrial, and military digital sub-modules and modules.  The 
demand for quartz crystal resonators and oscillators continues to rise.  The unique fabrication and encapsulation 
requirements though render quartz crystal resonators and oscillators difficult or close to impossible to be integrated 
onto the mature silicon based IC platforms.  The recent technical breakthroughs of MEMS (Micro Electro Mechanical 
Systems) based resonators and oscillators seem to re-ignite the interest in displacing/replacing the quartz crystal 
technology and to open up again the prospect in clock source integration.   
 
This paper discusses and assesses, from the viewpoint of a quartz crystal manufacturer, such development and its 
possible impact on the quartz crystal industry which also experiences major progresses in miniaturization, performance 
enhancement, cost reduction, etc., in the past few years.  This paper is not to discredit the MEMS oscillator efforts but 
to help the quartz crystal manufacturers to understand more about the efforts and advise them what they need to prepare 
for. 
 
Keywords: MEMS, quartz, resonator, crystal oscillator 
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1.  Introduction 
 
 Due to its high Q and temperature stable properties, 
for many years, quartz crystal based oscillators are 
important clock sources in consumer, commercial, 
industrial, and military digital sub-modules and 
modules.[1]  The demand for quartz crystal resonators 
and oscillators continues to rise.  The unique 
fabrication and encapsulation requirements though 
render quartz crystal resonators and oscillators difficult 
or close to impossible to be integrated onto the mature 
silicon based IC platforms.   
 
For a typical handset, four different piezoelectric 
components are needed- RF SAW filter (~900 MHz to 2 
GHz using LiTaO3 or LiNbO3), IF SAW filter (~50 to 
400 MHz using maintly quartz), and TCXO 
(temperature-compensated crystal oscillator, ~10 to 30 
MHz and quartz-based) in the RF section; and tuning 
fork (32.768 KHz and quartz-based) for standby 
clocking in the baseband section (Fig. 1). 
 
Quite a few years ago the successful development of 
direct conversion technology in transceiver chipsets 
rendered IF SAW filter obsolete in many GSM handsets 
(as in Fig. 1).  Some GSM transceiver chipsets now 
have the digitally-compensated crystal oscillator (DCXO) 
circuit of the TCXO integrated on-chip.[2]  However, a 
quartz crystal is still needed off-chip (Fig. 2).  As the 
handset market continues to grow, developing Micro 
Electro Mechanical Systems (MEMS) components as 
switches, filters, resonators/oscillators, etc. in the RF 

section of handsets seems to be the logical route of the 
final solution- integration (Fig. 3).    
   
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Piezoelectric Components in a Typical Dual Band GSM 
Handset (GSM900 and DCS1800) 

 

Fig. 2  GSM Transceiver Chipset with On-chip DCXO[2] 
 
About 15 to 25 years ago, thin film resonators (TFRs) 
were vigorously discussed and researched as they could 

1.     Dual SAW Filter (Rx)-
Fc1 = 942.5 MHz, ±17.5 MHz 
Fc2 = 1842.5 MHz, ±37.5 MHz

2. See 1 

3. SAW Filter (Tx)- Fc = 897.5 MHz, ±17.5 MHz

4. Crystal (Tuning Fork)- 32.768 KHz

5. TCXO- 26 MHz

*  No IF SAW Filters- Direct Conversion
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possibly be integrated onto the mature silicon based IC 
platforms.[3]  After that it came 5 years of a quiet period.  
In 1994, HP research personnel presented the first report 
on film bulk acoustic resonator (FBAR)[4] and in 2001 
Agilent announced the production of FBAR-based 
duplexers.  FBAR (also coined BAWR nowadays by 
some), with its small size, silicon etching process and 
sacrificial layer removal step, can be considered as a 
MEMS component.  As of now, FBAR-based duplexers 
and filters have successfully replaced a small portion of 
the rooted RF SAW duplexer/filter market but they still 
have to be individually packaged- like the RF SAW 
devices.  Discrete RF SAW filter (and/or FBAR), 
TCXO (or quartz crystal) and quartz tuning fork are still 
the key off-chip piezoelectric components in handsets.  
FBAR integration and the full scale MEMS integration 
as in Fig. 3 are not likely to happen in the foreseeable 
future.[5]         
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  Applications of MEMS in RF Section of Handsets[5] 
 
The recent technical breakthroughs of MEMS based 
resonators and oscillators seem to re-ignite the interest in 
displacing/replacing the quartz crystal technology and to 
open up again the prospect in clock source integration.  
This paper discusses and assesses, from the viewpoint of 
a quartz crystal manufacturer, such development and its 
possible impact on the quartz crystal industry which also 
experiences major progresses in miniaturization, 
performance enhancement, cost reduction, etc., in the 
past few years.  This paper is not to discredit the 
MEMS oscillator efforts but to help the quartz crystal 
manufacturers to understand more about the efforts and 
advise them what they need to prepare for. 
              
 
2.  Silicon Solutions 
 
 Silicon clock oscillators are CMOS integrated 
circuits without using ceramic resonators, quartz crystals 
or other external components for frequency 
determination.  The author commented in 2003[6] on 
such solution based on the Maxim’s 
EconOscillator/Divider and Micro Oscillator’s 
MOI-2000 Oscillator (Fig. 4).[7]  One can easily note 
that the frequency stability of these oscillators is 5,000 to 

15,000 ppm and so their applications are somewhat 
limited. 
 
Linear Technology also offers a family of silicon 
oscillators with stability ranging from 2,500 to 15,000 
ppm.[8]  Recently, Mobius Microsystems announced the 
offering of the “All-silicon Copernicus Clock with 2,500 
ppm frequency stability over process, voltage, and 
temperature.”[9]   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 4  Silicon Clock Oscillator Technology, I- Maxim’s 
EconOscillator/Divider and II- Micro Oscillator’s MOI-2000[7] 

 
Silicon clock oscillators can be integrated onto other 
silicon based IC platforms.  One big advantage is their 
ruggedness (suitable for high shock and vibration 
applications) as there is no discrete mechanical resonant 
element.  Their biggest disadvantage is clearly their 
poor frequency stability. 
 
 
3.   Quartz Solutions 
 
  It is almost 80 years since the applications of 
quartz crystals in telecommunication equipment first 
appeared.[1]  Due to its high Q, unchallenged 
frequency-temperature stability, low cost, technical 
maturity, and widely commercial availability, quartz 
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crystal continues to be the choice, and sometimes the 
only choice, in providing stable frequency sources in the 
ever expanding digital world.   
 
 
 
 
 
 

 
 
 

Table 1  BAW (Crystal)- and SAW-based Passives,  
Oscillators and Timing Modules 

 
Powered by the fierce growth in wired and wireless 
equipment, quartz crystal (Bulk Acoustic Wave based = 
BAW-based) and its high frequency version SAW device 
(Surface Acoustic Wave based) are being used widely 
ranging from a simple passive resonator to a complex 
synchronous timing module (STM) as show in Table 1. 
 
Though unthinkable a few years ago, AT-cut quartz 
crystal (resonator) as small as 2.5x2mm2 is now being 
shipped in volume (Fig. 5).[10]  Applications which need 
even smaller quartz crystals (2x1.6 and 1.6x1mm2) are 
expected to appear and quartz crystal manufacturers are 
getting ready for them.  Smaller than 5x3.2mm2 quartz 
crystals need to be sealed in vacuum to retain impedance 
integrity.  Low MHz small size quartz crystal blanks 
also need to be beveled (contoured) to sustain efficient 
energy trapping.   
 

 
 
 
 

Fig. 5  Development of Quartz Crystals 
 
As for the crystal oscillators, delivery of 2.5x2mm2 
CMOS fixed frequency clock crystal oscillators 
(XOs/CXOs) is ramping up (Fig. 6) and quartz crystal 
manufacturers are preparing the yet smaller 2x1.6mm2 
version.[10]  Oscillator IC suppliers also continue to 
shrink the IC sizes and for the 2.5x2mm2 CXO one can 

still use wirebonding instead of flipchipping (Fig. 7). 
 
CMOS programmable clock crystal oscillators (PCXOs) 
are widely available in 7x5, 5x3.2 and 3.2x2mm2 sizes.[11]  
These oscillators have on-chip phase lock loops (PLLs) 
with at least two dividers to allow programming to 
almost any frequency within a working frequency range 
(e.g. 2 to 200 MHz) based on a single low frequency 
quartz crystal (e.g. 25 MHz).  These oscillators are 
attractive to designers as they can be quickly 
programmed to the frequencies desired for development 
purpose but they suffer from higher jitter which is 
inherent to all PLL-based oscillators.  CXOs with 
differential LVPECL/LVDS output are also available in 
14x9 and 7x5mm2 platforms.  Recently, one supplier 
began to offer programmable LVPECL CXO.[12]  The 
frequency stability of the above quartz crystal, CXO and 
PCXO is usually specified at less than 100, 50, 25 and 
10 ppm dependent on the temperature range of 
operation- significantly better than the all silicon 
solutions. 
 
 

 
 
 

 
Fig. 6  Development of Crystal Oscillators 

 
 
 

 
 
 

 
Fig. 7  2.5x2 mm2 CMOS Crystal Oscillators[10] 

 
To provide even better frequency stability, 
temperature-compensated crystal oscillator (TCXO) is 
available.  AT-cut quartz crystal’s 
frequency-temperature stability is cubic in nature.  The 
oscillator IC can have added voltage-frequency pulling 
function to analogously or digitally compensate the 
cubic frequency-temperature as depicted in Fig. 8.  For 
nowadays handset applications, a frequency stability of 
better than 2.5 ppm TCXO is usually needed to provide 
the accurate reference clock of frequency synthesizing 
within the RF transceiver IC.  For GPS equipment, 
TCXO of less than 1 or 0.5 ppm is needed.  In 2004, the 
smallest TCXO available was 3.2x2.5mm2 (Fig. 9).[13]  
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Fig. 8  Temperature Compensation of Quartz Crystal for  

TCXO Applications. 
 
Overall, in the past few years, quartz crystal 
manufacturers have done the what once thought was 
impossible in shrinking the sizes of quartz crystal, CXO, 
PCXO and TCXO to where we are and most important 
of all, without sacrifying performance and cost.[14,15]  
Claims and threats to displace/replace quartz crystal 
devices come and go.  More and more quartz crystal 
devices are shipped yearly and the average selling price 
continues to drop.   
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9  Development of TCXO for Handset Applications till 2004 

 
 
4.   MEMS Solutions 
 
 Suggesting to use MEMS techniques to build the 
resonant elements for oscillator applications is not 
something new.  The MEMS resonant elements are 
usually micromachined on silicon and they come in the 
shapes of combs, beams, discs, etc.  For quartz crystal 
resonators, the vibration is based on piezoelectric 
excitation.  For MEMS resonant element, it’s based on 
electrostatic dynamics with “transducer gap” typical less 
than 1 µm (Fig. 10).[16,17]  Similar to the silicon clocks 
discussed in Section 2, MEMS resonators are rugged as 
they are small and integration is possible. 
 
In 1998, Sandia National Laboratories announced 
“Microscopic machines may replace quartz crystals, 
Pollen-grain-sized parts soon in watches, TVs, 

computers.”[18]  Based on the earlier MEMS works 
funded by DARPA[19], Discera was established in 2001 
with the mission “to become a global leader in CMOS 
MEMS resonator technology and to offer a broad 
portfolio of patented PureSilicon™ resonators whose 
breakthrough technology is proven reliable and used to 
create the industry’s most advanced and economical 
Frequency Control and RF Circuits .…. Discera is the 
trend setter in today’s multi-billion dollar timing industry, 
displacing quartz crystal solutions with 
systems-on-a-chip alternatives.”[20]   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10  Electrostatic Dynamics of Disc-Like MEMS Resonator[16,17]  

 
In 2003, Discera offered the first MEMS oscillator 
MRO-100 (3x3mm2) in 19.2 MHz for multiband 
wireless transceiver application (Fig. 11).  The resonant 
element was a 30µm x8µm2 MEMS beam.  
 
 
 
 
 
 
 

 
 

Fig. 11  3x3mm2 MEMS Oscillator[20] 
 
In 2003, Forman[21] commented “the challenge for 
Discera is in convincing customers to abandon an 
entrenched, known technology (quartz crystal 
technology) in favor of something new- convincing them 
to go with the devil they don't know.”  In 2004, Discera 
also demonstrated the first integrated 1.6 GHz tunable 
oscillator, likely for the VCO (usually discrete LC-based) 
of the local oscillator in wireless transceiver applications.  
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As of today, no detailed specifications of the above two 
oscillators are available in the public domain and it’s 
difficult to assess their acceptability in the commercial 
market.    
  
Based on the IP licensed through Bosch, SiTime was 
established couple of years ago with the mission to 
become “a fabless integrated circuit company developing 
silicon timing, clock, and RF chips, which incorporate 
MEMS timing reference devices inside standard silicon 
electronic chips, eliminating the need for quartz 
crystals.”[22]  The first products introduced were the 
SiT8002 series programmable oscillators and the SiT1 
series fixed frequency oscillators (likley programmed 
from the SiT8002 series).  The CMOS oscillators are 
available in 7x5, 5x3.2, 3.2 and 2.5x2mm2 (Fig. 12)- 
clearly targeting at the pin-to-pin compatible quartz 
crystal oscillator market (Fig. 6). 
 
 
 
 
    
 
 
 
 

Fig. 12  SiTime’s MEMS Oscillator[22] 
 
The key success by SiTime over previous MEMS efforts 
was that “the clean and high vacuum sealing technology 
developed was able to minimize contamination and to 
support low aging of the MEMS resonator.”[23,24]  The 
SiT8002 and SiT1 series oscillators started out with a 
packaged 4-beam MEMS resonator (Fig. 13) wirebonded 
onto a leadframe-supported oscillator IC, and the whole 
assembly was then plastic-molded.      
 

 
 
 
 
 
 

 
Fig. 13  MEMS Resonator based on 4-Beam Structure[22] 

 
Little information was available on the MEMS resonator 
until SiTime announced the offering of it as a SiT0100 
part (Fig. 14).  The MEMS resonator operates at 5.1 
MHz with 6-pad connection which is different from the 
familiar 2-pad connection of a quartz crystal resonator.  
The know-how in driving the MEMS resonator, Q and 
resistance values of the resonator, programming 
methodology of the oscillator, etc. are only available 
under a non-disclosure fees-associated agreement.  No 

commercial available oscllator ICs are known to be 
available yet in pairing with this MEMS resonator. 
   
 
 
 
 
 
 
 
 
 

 
Fig. 14  Packaged 0.8x0.6x0.15mm3 MEMS Resonators[22] 

 
Based on the public information available, one can say 
the SiT8002 series MEMS oscillators have a 5.1 MHz 
MEMS resonator inside and the oscillator output 
frequency is programmed (PLL’ed) from this MEMS 
resonator- similar to the PCXOs mentioned in Section 3.  
It is of interest to mention the series number SiT8002 is 
remarkably similar to that of the SG-8002 series PCXO 
from a major crystal oscillator manufacturer.[11]  
Recalling silicon-based MEMS resonator in general 
exhibits an inherent ~-30 ppm/°C frequency stability.  
To achieve the frequency stability claimed by the MEMS 
oscillators (say 50 to 100 ppm), temperature 
compensation is needed- similar to the TCXOs 
mentioned in Section 3 except likely a simpler linear 
compensation is performed.  In summary, the current 
MEMS oscillators need to be- 
 

programmed to frequency (like PCXO) and 
programmed to compensate frequency stability (like TCXO). 

 
A PCXO needs to go through the following steps after 
encapsulation- tested, programmed, and tested (all done 
at room temperature).  A TCXO needs to go through 
the following elaborate and costly steps after 
encapsulation- frequency-temperature test over the 
temperature range of operation, compensation, and 
frequency-temperature verification test over the 
temperature range of operation.  Since the silicon-based 
MEMS resonator exhibits a linear frequency-temperature 
stability, compensation over the entire temperature of 
operation might not be needed to achieve a few tens of 
ppm stability.  To get better stability, compensation 
based on frequencies measured at several temperatures 
close to the room temperature might be needed.  Based 
on the information available so far, several questions 
with regard to the cuurent generation off MEMS 
oscillators can be posted- 
 
Higher current drain than regular CXO to power the PLL 
circuits? 
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 Poorer jitter performance as it’s inherent to PLL-based        
oscillators? 

 
Digital compensation often creates frequency perturbations 
within small temperature increments. Would that present 
problems for many applications?  

 
Plastic molding is not hermetic- limitation in applications? 

 
Programming and compensation can be costly? 

  
As for integration, Johnson[25] commented “Though 
Discera's MEMS is cast into a CMOS chip, neither its 
nor SiTime's MEMS chips hold circuitry.  Today, 
adding MEMS to a CMOS chip with circuitry would risk 
turning the circuitry to soup by virtue of the high 
temperatures needed to sculpt MEMS structures from 
silicon.  Consequently, like quartz crystals, MEMS 
resonators today require a separate CMOS chip, 
containing a feedback path to maintain oscillation, a PLL 
to stabilize frequency and other conditioning circuitry to 
optimize performance.  In the case of quartz crystals, 
the CMOS chip is wired to the crystal inside the package.  
By contrast, the MEMS resonator, as a planar CMOS 
chip itself, can be directly bonded to the chip holding the 
circuitry.”  As said in the introduction, FBAR 
integration is not likely to happen in the foreseeable 
future.  The author believes it applies to MEMS 
oscillators also. 
 
 
5.  Quartz Plus MEMS Solutions 
 
 As said in the introuction, “FBAR, with its small 
size, silicon etching process and sacrificial layer removal 
step, can be considered as a MEMS component.”   
 
 
 
 
 
 
 
 
 

 
 

Fig. 15  (a) Beveled Quartz Crystal and (b) Bi-Mesa Quartz Crystal[26] 
 
Nowadays many quartz crystal components are 
miniaturized and some sorts of MEMS processing steps 
are involved- like the double-side photolithography, etch 
through, Au etch protection, etc. of miniature  quartz 
tuning forks; etching steps of bi-mesa type quartz 
crystals (Fig. 15)[26], Lamé mode quartz crystal[27]; etc.  
A major crystal oscillator manufacturer already coined 

the term “QMEMS” in recognizing the importance of 
linking the quartz and MEMS technologies for the next 
generations of quartz crystal devices.[28]  Recently both 
Discera and SiTime announced their alliances with two 
individual quartz crystal manufacturers.[29,30]  It seems 
instead of pushing pure MEMS-based solutions, some 
MEMS companies consider the best route is to link up 
with the quartz crystal manufacturers to identify markets 
which can best use both the quartz and MEMS 
techniques.  
 
 
6.  Discussions 
 
 This paper discusses and assesses, from the 
viewpoint of a quartz crystal manufacturer, the 
performances of silicon clocks and MEMS oscillators as 
compared with quartz crystal oscillators.  This paper is 
not to discredit the MEMS oscillator efforts but to help 
the quartz crystal manufacturers to understand more 
about these products.  The author believes MEMS 
oscillator technology has yet many issues (technical, cost, 
acceptance, etc.) to overcome in order to compete with 
the rooted quartz crystal oscillator technology.[31]  The 
quartz crystal industry, though experiences major 
progresses in miniaturization, performance enhancement, 
cost reduction, etc. in the past few years, shall have to 
continue to retain its competitiveness through further  
 
miniaturization,  
cost reduction,  
performance improvement, 
ease of use improvement, 
reliability improvement,  
development of new applications,  
investigation of Quartz + MEMS techniques,  
etc. 
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Abstract—The existence of elastic band gaps in phononic crystals 
(PCs) may lead to development of various acoustic devices, such 
as filters and transducers. In this paper, we demonstrate the 
existence of the frequency band gaps of surface acoustic waves 
(SAW) in micro-machined air/silicon phononic band structures 
using layered normal and slanted finger interdigital transducers 
(IDT and SFIT). The frequency band gap width and total band 
gap of SAW in micro-machined air/silicon phononic crystals are 
studied experimentally. 

Keywords-phononic crystal; SAW; BAW; Band gap; MEMS 

I.  INTRODUCTION  
Existence of complete band gaps of electromagnetic waves 

in photonic band structures extending throughout the Brillouin 
zone has demonstrated a variety of fundamental and practical 
interests [1, 2]. This has led to rapid growing interests in the 
analogous acoustic effects in periodic elastic structures called 
the phononic crystals (PCs). Phononic crystals that are made up 
of different elastic materials can prevent acoustic waves of 
certain frequencies from passing by, and thus, form the 
frequency band gap features [3]. 

On the study of bulk acoustic waves (BAW) in phononic 
band structures, the plane-wave expansion (PWE) method was 
adopted to calculate band gap features of two-dimensional 
periodic composites [4, 5].  Except for the PWE method, the 
layered multiple scattering theory was applied to study the 
frequency band gaps of BAW in three-dimensional periodic 
acoustic composites and the band structure of a phononic 
crystal consisting of complex and frequency-dependent Lame΄ 
coefficients [6, 7]. In addition, the finite-difference time-
domain (FDTD) method was applied to predict exactly the 
transmission properties of slabs of phononic crystals and to 
interpret the experimental data of two-dimensional systems [8-
10]. The FDTD method was also used to calculate the periodic 
solid-solid, solid-liquid, and solid-vacuum composites [11]. 
The coupling characteristics of localized phonons in photonic 
crystal fibers were investigated theoretically [12]. Recently, 
Sun and Wu [13] investigated and analyzed the mode coupling 
in joined parallel phononic crystal waveguides using the FDTD 
method with periodic boundary condition. Also, Wu et al. [14] 
discussed the design of a highly magnified directional acoustic 
source based on the resonant cavity of two-dimensional 
phononic crystals.

The frequency band gap features of surface acoustic waves 
(SAW) are studied mainly using the PWE and variational 
methods [15-20]. Tanaka et al. [15-17] presented the theory of 
surface waves propagating in two-dimensional phononic 
crystals consisting of two cubic materials in square lattice, and 
also explained the stop band distribution of the surface, 
pseudosurface, and bulk waves using the PWE method. 
Recently, Wu et al. [18, 19] extended the theory to describe the 
phononic crystals consisting of materials with general 
anisotropy, and discussed the level repulsion of BAW in 
periodic composite materials. In addition, Huang and Wu [20] 
also investigated the temperature effect on frequency band gaps 
of SAW and BAW in phononic crystals. Except for the PWE 
method, Sun and Wu [21] adopted the FDTD method to 

analyze the SAW propagating in two-dimensional phononic 
waveguides.  

On the experimental side, the detection and control of the 
high frequency sound were investigated in a dual-core square-
lattice photonic crystal fibre perform using the interferometric 
set up [22]. Vines et al. [23, 24] conducted experimental study 
on surface waves generated by a line-focus acoustic lens at the 
water-loaded surfaces of two-dimensional superlattices that 
intersect the surface normally. Propagation of Scholte-like 
acoustic waves at the liquid-loaded surfaces of periodic 
structures has also been studied [25]. Rayleigh wave 
attenuation in a semi-infinite two-dimensional elastic-band-gap 
crystal, and surface state phenomena in linear and point defects 
were reported and discussed [26, 27]. 

Experimental studies on the band gap features of phononic 
crystals existed in the literature are mostly with the dimension 
in the order of mm and frequency in the kHz range. Toward the 
application of phononic crystals to the silicon based MEMS 
components, such as low insertion loss filter, micro acoustic 
channel etc., it is necessary to reduce the size to micrometer (or 
even further in the nanometer) scale and the frequency in the 
ranges from couple hundred MHz to couple GHz. Recently, 
Wu et al. [28, 29] investigated the frequency band gap features 
of surface waves in micro-machined air/silicon phononic band 
structures. The experimental setups were designed to 
demonstrate the frequency band gap of SAW propagating 
along the [100] direction of air/silicon phononic band 
structures using layered interdigital transducers (IDT) and 
slanted finger interdigital transducers (SFIT) for single and 
wideband frequencies, respectively. 



In this paper, we summarized the recent study on the 
measurements of SAW band gaps in air/silicon phononic band 
structures. The theory of SAW in phononic crystal is briefly 
introduced first. Then, calculated results of band gaps in 
air/silicon phononic crystals with different filling fractions are 
presented and discussed. To measure the band gaps of the 
micro-fabricated phononic crystals, both of the normal IDT and 
slanted IDT are introduced. Finally, previous results on the 
SAW band gap measurements for SAW propagates along the 
[100] direction of silicon are summarized. Finally, a series of 
experiments designed for testing the total band gap of the 
air/silicon phononic crystals are conducted and discussed. 

II. SURFACE ACOUSTIC WAVES IN PHONONIC CRYSTALS  
In the following, formulation for calculating SAW band 

gap of phononic crystal is summarized [18]. In an 
inhomogeneous linear elastic medium with no body force, the 
equation of motion of the displacement vector  can be 
written as 
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where  is the position vector; ),,(),( zyxz == xr
)(rρ and are the position-dependent mass density and 

elastic stiffness tensor respectively. A phononic crystal 
composed of a two-dimensional periodic array (x-y plane) of 
material A embedded in a background material B is considered. 
Due to the spatial periodicity, the material constants, 
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where  and  are the corresponding Fourier 
coefficients. 
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On utilizing the Bloch’s theorem and expanding the 
displacement vector  in Fourier series for the analyses of 
surface and bulk waves, we arrive  
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where  is the Bloch wave vector, ω is the circular 
frequency,  is the wave number along the z direction, and 
A

),( 21 kk=k

zk
G is the amplitude of the displacement vector. It is noted that 

as the component of the wave vector  equal to zero, Eq. (4) 
degenerates into the displacement vector of a bulk acoustic 
wave. On substituting Eqs. (2), (3) and (4) into Eq. (1), and 
after collecting terms systematically, we obtain 

zk

,0)( 2 =++ UCBA zz kk                        (5) 

where A, B, and C are 3n×3n matrices, and are functions of the 
Bloch wave vector k, components of the two-dimensional RLV, 
circular frequency ω, the Fourier coefficients of mass density 

 and components of elastic stiffness tensor .  n is the 
total number of RLV used in the Fourier expansion, and U is 
the eigenvector. The expressions of the matrices A, B, and C 
were listed in [18]. 
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By applying the traction free boundary conditions on the 
surface, the dispersion relation for surface waves propagating 
in the two-dimensional phononic crystals, with both of the 
filling and background materials belonging to the triclinic 
system can be obtained. When  in Eq. (5) is equal to zero, 
the equation degenerates into 

zk

.0=CU                                            (6) 

Eq. (6) can be utilized to calculate the dispersion relations 
of bulk waves propagating in the two-dimensional phononic 
crystals. 

III. BAND GAP CALCULATIONS OF AIR/SILICON PHONONIC 
CRYSTALS  

In the following, two-dimensional phononic crystal with 
square lattice consisting of circular cylinder (A) embedded in a 
background material (B) with lattice spacing a is considered 
and shown in Fig. 1(a). Figure 1(b) is the surface Brillouin 
region of a square lattice in which the reciprocal lattice vector 
is , where  and 
the filling fraction is ff= πr

)/2,/2( 21 aNaN ππ=G ,2,1,0, 21 ±±=NN
2/a2. The irreducible part of the 

surface Brillouin zone of a square lattice is shown in Fig. 1(b), 
which is a triangle with vertices Γ , X , and M . 
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Figure 1.  (a) Two-dimension phononic crystals with square lattice; (b) 
Surface Brillouin zone of a square lattice. (adopted from [29]) 



 Figure 2 shows the results of SAW and BAW modes 
propagating on the surface of a two-dimensional air/silicon 
phononic band structure. The vertical axis is the normalized 
frequency ( ) and the horizontal axis is the reduced 
wave vector ( ). C

tCa /* ωω =

π/* kak = t and k are the shear velocity of Si 
and the wave vector along the Brillouin zone, respectively. In 
the calculations, the x-y plane is parallel to the (001) plane and 
the x axis is parallel to the [100] direction of the silicon. As 
shown in Fig. 2, along the Γ - X  boundary of the irreducible 
Brillouin zone, the fundamental and the higher surface wave 
modes are belonging to the normal SAW modes (solid circles). 
For comparison, the dispersion relations of the bulk modes are 
also shown in Fig. 2. The thin solid lines represent the 
fundamental (SV0) and the higher shear vertical modes (SV1). 
The square symbols are those for the fundamental modes (L0). 
The bold solid lines represent the fundamental shear horizontal 
modes (SH0), while the lines with “×” symbols represent the 
higher shear horizontal modes (SH1). 
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Figure 2.   The dispersion relations of the SAW and BAW modes along the 
Γ - X  boundary of the irreducible part of the Brillouin zone. 

The frequencies ω1, ω2 and the SAW band gap width 
( ) as a function of the filling fraction are 
calculated and shown in Fig. 3. The left vertical axis is the 
normalized frequency, the right vertical axis is the band gap 
width, and the horizontal axis is the filling fractions. The solid 
circles represent the fundamental and higher SAW modes 
while the open circles with dash lines represent the band gap 
widths of SAW modes at the 

12 ωωω −=Δ

X  point. We note that the 
frequencies ω1 and ω2 decrease as the filling fraction of the 
band structure increases. The SAW band gap widths ωΔ  
increase as the filling fraction increase and reach the maximum 
value at about ff= 0.48. In Fig. 3, the vertical dash line 
indicates the locations of the frequencies ω1, ω2 and the 
frequency band gap widths of SAW modes at ff= 0.385. 
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Figure 3.  The variations of the frequencies ω1, ω2 and the band gap widths 
due to the filling fraction. The band gap width is defined as . 
The left vertical axis is the normalized frequency, the right vertical axis is the 
band gap width, and the horizontal axis is the filling fractions.  
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On the other hand, the existence of a total band gap in a 
phononic crystal means that waves within the band gap 
frequency are forbidden along any propagating direction. For 
the case of two-dimensional air/silicon phononic crystals, the 
calculated results showed that total band gap exist only when 
the filling fraction is high enough. Shown in Fig. 4 is the 
dispersion of SAW and BAW modes in the phononic crystal 
with filling fraction equal to 0.608 and a= 20 μm. The total 
band gap frequencies of the two-dimensional air/silicon 
phononic crystals are located from 126 MHz to 181 MHz. 
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Figure 4.  The dispersion of SAW and BAW modes in the phononic crystal 
with filling fraction equal to 0.608. 

IV. LAYERED IDT/ZNO/SILICON SAW DEVICES  
In order to measure the band gaps of SAW in the air/silicon 

phononic crystal, SAW delay line was introduced to generate 
high frequency acoustic waves. Since silicon is not a 
piezoelectric material, thin piezoelectric film has to be coated 



on top of the silicon. A schema of the layered SAW delay line 
with slanted finger interdigital transducer (SFIT/ZnO/Si) is 
shown in Fig. 5. 

     

Figure 5.  A schema of the layered SAW delay line with slanted finger 
interdigital transducer (SFIT/ZnO/Si ). 

Unlike the half-space SAW filter, the phase velocity of a 
layered SAW device is dispersive. Consequently, the 
dispersion has to be considered in the design of a layered SAW 
device [30]. The main difference between layered and half 
space structures is that the phase velocity and 
electromechanical coupling coefficient are dispersive and 
therefore function of frequency. So when we employ the 
coupling of mode (COM) model [31] to analyze a layered 
SAW device, some of the COM parameters become frequency-
dependent and have to be considered in the analysis [32]. The 
dispersive COM parameters in layered structures include phase 
velocity shift, reflection coefficient, transduction coefficient, 
IDT capacitance, and propagation loss. In this study, the 
dispersion of the COM parameters was included in the 
calculation of the frequency response of the layered SAW 
device utilized in the band gap measurements. 

V. MEASUREMENT RESULTS AND DISCUSSION  
In the following, fabrication processes of the two-

dimensional phononic band structures are introduced briefly. 
Firstly, the layered SAW devices are fabricated by the lift-off 
method. Then the square regions of ZnO film between the 
input and output IDT (or SFIT) are etched out by wet-etching 
process in order to fabricate the air/silicon phononic crystal on 
the silicon substrate. At last, after the conventional lithography 
process, the periodic cylinders of two-dimensional air/silicon 
phononic crystal can be carried out by ICP etching (Inductively 
Coupled Plasma-reactive ion etching) process. In this paper, 
depths of the two-dimensional periodic cylinders are at least 80 
μm. Since the energy of SAW modes is mostly confined to a 
depth of one to two wavelengths of the SAW, the finite slab is 
suitable for discussing the frequency band gap features of 
SAW modes. 

(1). Measurement of SAW band gap width along [100] 
direction using layered SFIT

In [29], the experimental setup (Fig. 5) was designed to 
demonstrate the frequency band gap width of SAW 
propagating along the [100] direction of air/silicon phononic 
band structures using the layered SFIT for wideband 
frequencies. In Fig. 5, silicon based phononic crystals 
consisting of six rows of air cylinders and the layered SAW 
systems (two SFITs and one delay line) were fabricated. In the 
experiment, the lattice constant a=10 μm, the radius of the 
circular cylinder r0=3.5 μm, and the filling fraction ff=0.385. 
The predicted frequency band gap along the x axis was located 
between 183 MHz and 215 MHz. 

In Fig. 6, the frequency band gaps of the air/silicon 
phononic crystals were revealed by the layered SFIT in the 
range of pass-band frequency. The vertical axis is the insertion 
loss in units of dB and the horizontal axis is the frequency in 
units of MHz. The S21 parameter was measured from the 
network analyzer as the insertion loss. The rectangular region 
represents the frequency band gap of fabricated phononic 
crystals with six rows of air cylinders. The dashed line and 
solid lines denotes the measurements with and without 
phononic crystals respectively. The two dashed lines are the 
results of different sets with the same design. We found that the 
insertion loss that is measured with phononic crystals in the 
range of pass-band frequency is clearly lower than those 
without phononic crystals. Most of the SAW energy was 
blocked by phononic band structures. The result showed good 
agreement with the theoretical evaluation by the PWE method. 

 

Figure 6.  The frequency band gaps of the phononic crystals are revealed by 
the layered SFIT in the range of pass-band frequency. The rectangular region 
represents the frequency band gap of fabricated phononic crystals with six 
rows of air cylinders. 

(2). Measurement of SAW total band gap using layered IDT

In this paper, to verify the total band gap of SAW in two-
dimensional air/silicon phononic crystals, a series of band gap 
measurements using the layered IDT were conducted. In the 
design, the lattice constant was chosen as 20 μm, and the radius 
of the circular cylinder was equal to 8.8 μm. The calculated 
total band gap frequencies are located between 126 MHz and 
181 MHz. According to the band gap frequencies, the 
corresponding design propagating frequencies were chosen as 
100, 140, and 200 MHz. One was located in the total frequency 
band gap (140 MHz) and the other two were not (100 and 200 



MHz). Five different propagation angles of SAW devices in 
this experimental setup were selected as , , , 

 and . 
0 565.26 45

435.63 90

Figures 7-9 show the frequency responses of SAW passing 
through phononic crystals. In the figures, there are three 
diagrams which indicate the results of SAW propagating along 
the three different angles, i.e., , , and . Due to 
the symmetry, the frequency responses at angles  and 

 are similar to those at  and , respectively and 
therefore are not shown in this paper. In each diagram, the 
dashed and solid lines represent the measurements with and 
without phononic band structures. The results shown in Figs. 7 
and 9 are those for the designed frequencies located in the pass-
band frequencies, one is below the total frequency band gap 
and the other one is above the total frequency band gap. The 
results showed that rather severe attenuations are found in the 
results, nevertheless, transmission of the high frequency waves 
through the phononic band structures still can be identified 
clearly. 

0 565.26 45
435.63

90 565.26 0

The results shown in Fig. 8 are those for the designed 
frequency located in the total frequency band gap. In contrast 
to those shown in Figs. 7 and 9, the frequency responses 
showed a total vanishing of the incident SAW. This shows that 
the incident SAW has been completely blocked by the 
phononic band structures. 

From the series of experiments shown in this subsection, 
we have demonstrated the transmission of high frequency 
SAW through a phononic band gap structure so far if the 
frequency is not located in the total band gap frequencies. 
However, we note that big attenuation due to the scattering and 
material damping has been found in the present cases of 
air/silicon phononic band structures. On the contrary, the 
results also showed that there is almost no energy can penetrate 
through the phononic band structure even for the small number 
of rows of the air cylinders (six in this paper). This means that 
air/silicon phononic band gap structure can serve as a very 
good wave isolator. 

 

 

 

 

 
 

 
 

 

Figure 7.  Frequency responses with/without phononic crystals. (below the 
total frequency band gap) 

 



 

 

 

Figure 8.  Frequency responses with/without phononic crystals. (within the 
total frequency band gap) 

 

 

 

Figure 9.  Frequency responses with/without phononic crystals. (above the 
total frequency band gap) 

 

 



VI. CONCLUSION 
In this paper, we summarized the recent study on the 

measurements of SAW band gaps in air/silicon phononic band 
structures. Layered SAW devices were employed to generate 
high frequency SAW in the micro-fabricated phononic band 
structures. Normal IDT was used to demonstrating the 
transmission and blocking of SAW in the phononic band 
structures. The slanted IDT was utilized to measure the 
bandwidth of the band gap. The experimental results 
demonstrated the transmission characteristics of high frequency 
SAW in the micro-fabricated phononic band structures. In the 
stop band, the transmission of SAW is completely blocked by 
the phononic band structure, even for the small number of air 
cylinder rows was used. The results of this study may serve as 
an important basis for the study of micro-acoustic waveguides. 
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