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FOREWORD 

This volume contains the papers and discussions presented at the Symposium 
on the Definition and Measurement of Short-Term Frequency Stability. The need 
for clarification in this field has been recognized for some time. To this end, the 
Symposium held at Goddard Space Flight Center on November 23 and 24, 1964, 
was sponsored jointly by NASA-GSFC and the Institute of Electrical and Elec
tronic Engineers (Technical Committee, Standards 14-Piezoelectric and Ferro
electric Crystals). 

The Proceedings are arranged into four Sessions, namely: 

I. Users' Viewpoint and Requirements 
II. Theory 

III. Devices, and 
IV. Measurement Techniques. 

A panel discussion on the papers and related subject matter was conducted by 
the Session Chairman after each session. The panel was composed in each case of 
a group of experts in the field covered by the particular session. 

It is interesting to note that this Symposium was the first devoted solely to 
the subject of short-term frequency stability. Because of the importance of this 
subject to missile and spacecraft tracking and guidance system designers as well 
as to manufacturers, the Symposium was enthusiastically supported and attended; 
therefore offered a unique opportunity for cross-fertilization of ideas. Of course, a 
good deal of work in this field had been done by many groups prior to the Sym
posium; but communication was severely hampered by the lack of commonly 
accepted terminology. 

The results of the Symposium, from the standpoint of the quality of the 
papers, the wide representation of the participants, and the interest stimulated, 
were very rewarding. It is to be hoped that additional interest and work in short
term frequency stability will evolve in the fields of theory, frequency generating 
devices, and measurement techniques. Most of all, it is to be hoped that this 
Symposium has stimulated the interest of the users with whom we wish to open 
a channel of communication. 

The original concept for the Symposium was generated within the Goddard 
Space Flight Center. Immediate and enthusiastic support for the idea was given 
by Dr. Harry J. Goett, Director of the Goddard Space Flight Center, and Messrs. 
Roger A. Sykes and James H. Armstrong of Bell Telephone Laboratory. Accord
ingly, joint Goddard/IEEE sponsorship was agreed upon between Goddard and 
Mr. Armstrong, Chairman of IEEE Committee-Standards 14. Following the 
decision to proceed with the Symposium, strong support and valuable guidance 
in the development of the Symposium was furnished to the officers by all members 
of the program committee. 

The number of those who participated in the Symposium either as attendees, 
registrants, or in a more active capacity, amounted to 367. Twenty-four papers 
were selected for oral presentation. Numerous additional papers were submitted 
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vi FOREWORD 

which could not be presented because of the two-day time limitation. Eight in
quiries were received from five foreign countries. Several representatives from 
abroad actually attended the Symposium. 

The breadth of the organizations represented at the Symposium can be seen 
by reviewing the affiliations of the authors of the papers printed here. Twelve 
private companies presented papers and these may be further broadly classified 
in terms of their major products as aerospace, instrumentation, space communica
tion, and research and development. In addition, papers were presented by repre
sentatives of three government agencies, two universities, and one foreign country. 
Incidentally, the demand for the Interim Proceedings greatly exceeded our ex
pectations. Although 500 copies were printed, they were quickly distributed and 
many additional requests for copies had to be turned down until the printing of 
these final Proceedings 

Readers of these Proceedings will be pleased to know that continuation of 
work leading toward the development of standards in this area has been insured 
by the organization within the IEEE of a subcommittee under Technical Com
mittee Standards 14-Piezoelectric and Ferroelectric Crystals . The Technical 
Subcommittee, Standards 14.7-Frequency Stability will serve as a focal point for 
information in this field. The ultimate aim of the subcommittee will be an IEEE 
standard on the definition and measurement of both short-term and long-term 
frequency stability. 

To this end, a special issue of the Proceedings of the IEEE devoted to the 
subject of frequency stability is scheduled for February 1966 to promote the 
further exchange of information. The members of Subcommittee 14.7 will serve 
as the editors of this special issue 

It is the hope of the officers of this Symposium that the close cooperation of 
those working in this field will be extended in the same degree to the members of 
the Subcommittee as it was to us in the planning and execution of this Symposium. 
This will insure the development of useful and meaningful standards so much de
sired by us all. 

It is a great pleasure to acknowledge the support and contributions of the 
officers, members of the Program Committee, chairmen of each session, panelists, 
authors, and the many others who helped behind the scenes and without whose 
cooperation these proceedings could not have been so complete. 

A. R. CHI 
Greenbelt, Maryland 

May 1965 
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1. SHORT-TERM STABILITY FOR A DOPPLER 
RADAR: REQUIREMENTS, MEASUREMENTS, 

AND TECHNIQUES 

D. B. LEESON AND G. F. JOHNSON 

Hughes Aircraft Company 

Culver City, California 

Short-term frequency stability is an important parameter affecting resolution and range of a 
Doppler radar. This paper describes system and circuit requirements found in a typical airborne 
Doppler radar designed for operation in a severe vibration and acoustic environment. The charac
teristic of a Doppler radar which leads to short-term stability requirements is its use of a narrow
band receiver to detect a Doppler-shifted target return which is weaker than clutter. 

The system short-term stability requirements are determined by the following two points: 

1. Target return linewidth has a direct effect on sensitivity and velocity resolution; it deter
mines the minimum useful Doppler filter bandwidth. 

2. Transmitter and local oscillator noise sidebands appearing on clutter determine the max
imum possible sub clutter visibility. 

Short-term stability for a Doppler radar is defined in terms of linewidth and spectrum. Oscillator 
and crystal requirements are derived from the system requirements. Measurements of linewidth 
and spectral purity under quiescent and environmental conditions are described, and vibration 
characteristics of quartz crystals are considered. 

Modern airborne radar systems must provide 
ever-increasing detection ranges. In a typical 
long-range detection situation, the main lobe of 
the narrow-beam radar antenna illuminates both 
the target and the ground. Even by range-gating, 
an ordinary pulsed radar cannot discriminate 
between the target and ground clutter at the 
same range. Because of this, ground clutter is a 
severe limitation on a long-range airborne pulsed 
radar. 

The radar return from a moving target is 
Doppler-shifted to a different frequency from that 
of the ground clutter. A Doppler radar overcomes 
the limitations of a pulsed radar by using this 
frequency difference to discriminate between 
target and clutter. 

The resolution and range of a Doppler radar 
are dependent on linewidth and spectral purity, 
which are determined by short-term frequency 
stability. For this reason, short-term frequency 
stability is an important parameter in a Doppler 
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system. The purpose of this paper is to outline 
the reasons for this dependence in a typical air
borne Doppler radar and to touch on some 
specific requirements for short-term stability. 

DOPPLER RADAR CHARACTERISTICS 

A diagram of a typical long-range detection 
situation is shown in Figure 1-1. The return from 
the moving target is offset from the transmitter 
frequency fo because of Doppler shift.* 
For a stationary radar, the ground clutter return 
and leakage appear at the transmitter frequency, 
as shown in Figure 1-2. 

In an airborne radar the clutter spectrum 
becomes complex and consists of three major 
components: 

1. Altitude Return, caused by direct reflection 

*The doppler shift fD is 2V lA, where V is the radial 
component of target velocity as seen by the radar and A 
the transmitter wavelength. 
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from the ground immediately below the aircraft. 
Since the aircraft velocity perpendicular to the 
ground is small, the altitude return is centered 
about the transmitter frequency. 

2. Main Lobe Clutter, caused by the antenna 
main beam striking the ground. The main lobe 
clutter is Doppler-shifted because of the velocity 
of the aircraft relative to the ground.* Main lobe 
clutter is a particular problem in a long-range 
system because of the small angular separation 
between target and ground. 

3. Side Lobe Clutter, caused by the side lobes 
of the antenna beam striking the ground. The side 
lobe clutter extends from the maximum positive 
to maximum negative Doppler frequency deter
mined by the aircraft velocity. 

A typical aircraft signal spectrum consisting of 
target, clutter, and leakage is shown in Figure 1-3. 
The spectrum at a missile receiver is different 
because of the relative velocity of the missile to 
the interceptor, but the same components are 
present. 

The time-gating of the pulsed radar can be 
combined with the frequency discrimination of 
CW Doppler to reduce the effects of leakage. This 
leaves clutter as the principal interfering signal in 
a pulsed Doppler radar. Subclutter visibility is 
achieved by use of a narrow-band receiver at the 
target frequency. Even though the total clutter 

� 
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� • .--- � TARGET __ 
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FIGURE I-2.---8tl1tionl1ry clutter spectrum. 
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power far exceeds the total target return, the 
signal power density in the narrow receiver band
width can exceed the clutter and noise power 
density at the target Doppler frequency. The 
system requirements for short-term stability can 
be derived from the requirements for a narrow
band receiver and for subclutter visibility. 

SYSTEM FREQUENCY STABILITY REQUIREMENTS 

The system short-term stability requirements 
are determined by the following two points: 

1. Target return linewidth has a direct effect 
on sensitivity and velocity resolution; it deter
mines the minimum useful Doppler filter band
width. 

SIDE LOBE 
CLUTTER 

\ 

TRANSMITTER 
LEAKAGE 

ALTITUDE RETURN 

fa 
FREQUENCY 

MAIN LOBE CLUTTER 

TARGET 

10 +10 

FIGURE I-3.-Airborne clutter spectrum. 

2. Transmitter and local oscillator noise side
bands appearing on clutter determine the maxi
mum possible subclutter visibility. 

Both of these statements refer to target and 
clutter as presented to the Doppler filter at IF. 
Correlation between the transmitter output and 
the receiver local oscillator can be obtained by 
synthesizing both from a common source. Use of 
correlation reduces frequency stability require
ments, but the effect is only one of degree. The 
situation of an independent transmitter and 
receiver local oscillator will be considered here. 
In this case, the receiver local oscillator linewidth 
and noise sidebands are as important as those of 
the transmitter, because the local oscillator is 
mixed with the signal before filtering. 

Consider first the linewidth requirement: In 
the situation of a filter excited by a narrow-band 
signal and broadband noise, narrowing the filter 
bandwidth increases its output signal-to-noise 
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ratio as long as the filter bandwidth exceeds the 
signal linewidth. Therefore, in the presence of 
broadband noise receiver sensitivity-and hence 
range-improve as the receiver bandwidth is 
narrowed. This improvement continues until the 
receiver filter bandwidth matches the target line
width. Target linewidth is dependent in part on 
transmitter and local oscillator linewidths. Thus, 
linewidth is a direct limit on sensitivity-a 
narrower linewidth makes possible an increase in 
radar range. 

Further, in a Doppler radar the ability to 
discriminate between two targets of almost the 
same velocity is related to the Doppler filter band
width. Since velocity and frequency are propor
tional in a Doppler system, narrowing the Doppler 
filter provides increased velocity resolution. The 
limit on this improvement is again the target 
linewidth. 

Thus, linewidth can be defined operationally as 
the narrowest filter bandwidth which will pass the 
major portion of the energy of the signal. Trans
mitter and local oscillator outputs of a Doppler 
radar are typically stable signals with incidental 
frequency modulation caused by noise. With the 
narrow signals required for a Doppler system, the 
major portion of the energy lies within the range 
of what is ordinarily called the peak-to-peak 
frequency deviation. Since the short-term fre
quency modulation is typically noiselike, extrapo
lation from an rms measurement is more rigorous. 

Short term, as used here, refers to frequency 
variations which occur at a rate faster than the 
receiver can track. Typically, this rate corresponds 
to a modulating frequency smaller than the 
Doppler filter bandwidth and can be a few cycles 
per second or larger. 
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FIGURE I-5.-Clutter spectrum with noise. 

Other factors, such as target motion and target 
signal modulation due to antenna scanning, place 
a lower limit on the target linewidth which is 
independent of the transmitter and local oscillator 
linewidths. This lower limit with an X-band radar 
is in the range of 10 to 50 cps for typical airborne 
targets, and transmitter and receiver improve
ments below this level reach the point of dimin
ishing returns. 

The effect of noise sidebands on sub clutter 
visibility can be seen even in the elementary case 
of a stationary radar. This example is used be
cause of the simplicity of the clutter spectrum. 
Figure 1-4 shows the stationary radar spectrum of 
Figure 1-2 with noise sidebands added. 

Sub clutter visibility is limited by clutter noise 
sidebands at the Doppler frequency. Thus, the 
noise sidebands due to very short term frequency 
variations limit system sensitivity at Doppler 
frequencies for which clutter noise sidebands 
exceed the receiver thermal noise level. 

Since narrow filtering of the target return 
cannot 

�
be accomplished ahead of the receiver 

mixer the noise sidebands on the local oscillator 
have n effect similar to transmitter noise. The 
clutter and other large interfering signals are 
modulated by local oscillator noise, resulting in 
noise power at Doppler frequencies. Any require
ments on the transmitter noise spectrum apply to 
the receiver local oscillator as well . 

In actual systems the leakage and clutter 
spectra may be quite complex because of relative 
motion between transmitter, receiver, ground, and 
targets. However, the effects of FM noise side
bands are the same as in the simple example: 
Transmitter and local oscillator FM noise side
bands cause smearing of clutter energy to Doppler 
frequencies which would be clear if noise due to 
short-term frequency variations were not present. 
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The effect is shown in Figure 1-5, which is the 
clutter spectrum of Figure 1-3 with noise side
bands added. 

Since the clutter spectrum with noise is the 
determining factor in subclutter visibility, short
term frequency stability requirements can be 
stated in terms of the transmitter and local 
oscillator power spectrum in the Doppler region. 
Typical noise spectral density requirements for an 
airborne Doppler radar are that FM noise side
band levels in 1 kc/sec bandwidth be more than 80 
db below the main line power at modulation 
frequencies in the Doppler range. 

Short-term stability in this connection refers to 
variations occurring at rates which result in energy 
in the frequency range of expected Doppler shifts. 
This range can extend from a few cps up to 
several hundred kc/sec. 

OSCILLA TOR REQUIREMENTS 

The type of system under consideration here 
employs solid-state microwave sources for reasons 
of size, reliability, vibration insensitivity, and 
long-term frequency stability. The requirement for 
more than moderate frequency stability implies 
frequency multiplication from a lower frequency 
crystal oscillator. It has been found empirically 
that the oscillator is the major source of FM noise. 

Oscillator instabilities are increased by the 
multiplication ratio; a factor of 100 is typical. 
Linewidth and modulation index increase directly 
with the mUltiplication ratio, and FM sideband 
power increases as the square of the ratio. A 
typical lO-gcps requirement of l00-cps linewidth 
and noise sidebands down 80 db in the Doppler 
region would require that a l00-Mc crystal 
oscillator have I-cps linewidth and FM sidebands 
down 120 db. These stringent requirements also 
are placed on spurious outputs due to varactor 
multiplier instabilities. Modulation due to AM is 
ordinarily suppressed in multiplication, so the FM 
requirement predominates except in special sys
tems such as a homo dyne altimeter. 

Short-term instabilities in the oscillator are 
related to the signal-to-noise ratio at the input of 
the oscillator amplifier. For modulation rates 
higher than the oscillator feedback loop band
width, an approximate calculation of signal-to
noise ratio can be made. If the signal level at the 

oscillator input is -10 dbm and the thermal noise 
level including a 4-db noise figure is -140 dbm/kc, 
the best expected signal-to-noise ratio is 130 db 
referred to 1 kc/sec bandwidth far from the 
center frequency. In practice, this limit is not 
achieved; and noise level increases rapidly as the 
carrier is approached. The role of drive level in 
determining signal-to-noise ratio is fairly clear; 
the highest drive level consistent with long-term 
stability requirements appears to give the best 
signal-to-noise ratio. The effect of noise en
hancement by multiplication prompts the choice 
of a high oscillator frequency for a Doppler 
radar-this generally has been upheld in practice. 
Reduction of noise sidebands by narrow-band 
filtering is possible in a single-frequency appli
cation. 

Since linewidth and low-lying sidebands are 
important to system operation, the effect of 
environment on these parameters is important. 
An airborne or missile-borne system must provide 
the required stability while experiencing high 
vibration and acoustic levels. Not merely the 
average frequency, but the detail spectrum and 
small frequency deviations at rates up to hundreds 
of kilocycles are important during environmental 
stress. A typical environment includes random 
vibration of 5 g's rms from 20 to 2000 cps and an 
overall sound pressure level of 130 db above 
0.0002 dyne/cm2 with energy up to 100 kc/sec . 

QUARTZ CRYSTAL REQUIREMENTS 

In a typical solid-state microwave source, the 
crystal is the element most sensitive to vibration. 
It has been found empirically that a standard 
wire-mount crystal will not provide the required 
linewidth and spectrum under a typical airborne 
vibration environment. The reason for this is the 
sensitivity of the resonator to vibration at the 
internal mount resonant frequencies. 

Because of other system requirements, attempts 
to reduce vibration sensitivity must not degrade 
aging or temperature characteristics. This rules 
out presently available "ruggedized" or stiffly 
mounted crystals in the standard configuration. 
Aging or temperature performance of these devices 
is sacrificed to move the mount resonance above 
the critical vibration region of 20 to 2000 cps. 

Attention has been turned to vibration iso-
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TABLE 1-1 

Crysta.l specifications 

Crystal specification No. 1004 

1. Series resonant frequency 
2. Electrical capacity 
3. Motional capacitance_ 
4. Mode number 

__________________________ 

____________________ 

5. Crystal cut-

_ _ ___ 

6. Series resistance 

_ _ _ _ _ _ _ _ _ _ _ _ _ 

____ 

_ _ _ _ 

___ 

_ _ _ 

____ 

_ _ _ _ 

_ 

_ 

_ 

_ 

__ 

_ _ 

__ 

_ _ 

fo=90 to 100 Mclsec 
Co=3.5 pf±lO% 
Cm =5X1O-4 pf±lO% 

� 
= 5 
=AT 
R. 5,80 ohm 

7. Frequency and 

____

series 
_ 

____________________ 

_ _ _ _ _ 

resistance 
_ _ _ _ _ _ _ _ _ 

of 
_ _ 

spurious 
sponses. 

_ _ _ _ _ _ 

______ 

_ _ 

re-
_ _ _ 

8. Thermal time constant
_ 

-
9. Vibration sensitivity ______ 

_ _ _ _ _ 

______ 

_ _ _ _ _ 

___ 

_ _ _ _ 

__ 

_ _ 

_ 

_ 

__ 

_ 

__ 

_ _ 

10. 

_ 

_ 

-40 db R.'IR. within ±1O kclsec, -20 db R.' IR. within ±50 
kclsec 

T85,2 min 

Thermal

Mount 

" 

sensitivity 
11. Aging 

12. 

__ _ _ _ _ _ _ _ _ ___ 

_________________________ 

_ _ _ _ _ _ _ _ __ __ _ __ _ _ _ _ __ __ 

tl.f Ifo 5,1.5 X lO-s peak deviation under stated vibration and shock 
environment 

13. Case 

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 

tl.flfo5,±1 X 10-& for temperature 
tl.f 

to 

range 79°±18°F 
Ifo 5,±1 X 10-& per year after initial aging and with storage -65° 

14. Case 
_ 

seaL 
_ _ _ _ _ _ _ 

+165°F 

15. Setting tolerances_____ 

_ _ _ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ _ _ _ 

_ 

_ _ _ 

_ 

_ 

_ 

_ _ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

Either 2- or 3-point ribbon mount with resonances of mount above 
3 kc/sec 

____ _ _ _ _ _ _ __ _ _ _ _ ___ _ _ 

TO-5 transistor case 
Cold-weld in vacuum, after complete cleaning and bake out. Seal 

will be leak tested. 
±5 X 10-6 at 79°F 
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lation of standard crystal units. The improvement 
afforded by isolation is accompanied by an in
crease in the thermal time constant of the iso
lator-crystal system. This results in degraded 
altert times in systems requiring temperature 
stabilization before operating. 

The use of a ribbon mount as developed by Bell 
Telephone Laboratories (BTL) appears to satisfy 
the requirement of a high-mount resonant fre
quency with no induced stress in the crystal 
blank. In theory, three short ideal ribbons will 
remove the 6 degrees of freedom of the blank 
without any redundancies. In practice, two-ribbon 
mounts also show promise. The BTL crystal 
employs three short ribbons which position the 
blank parallel to the base of a standard TO-5 can. 
The lowest resonant frequency of this assembly is 
well above 2000 cps. 

Experience with this type of crystal at Hughes 
Aircraft Company shows a reduction of two orders 
of magnitude in vibration sensitivity compared 
with the standard wire mount. At the same time, 
aging characteristics are not degraded; and hard
mounting provides a satisfactory thermal time 

constant. Crystal specifications for a current 
system are shown in Table 1-1. 

MEASUREMENTS AND TECHNIQUES 

Short-term stability requirements for a Doppler 
radar have been defined in terms of linewidth and 
spectrum. These parameters are measured under 
both quiescent and vibration environments. 

Typical measurement techniques and results are 
listed below: 

1 .  The two-oscillator comparison method em
ploys two similar microwave sources and a mixer 
to translate the combined microwave spectrum 
of both to a convenient frequency for measure-

X-BAND LlNEWIDTH (2M) 
CRYSTAL RANDOM 

QUIESCENT VIBRATION, TYPE (5g'srmS) 
He-18 50 cps 2400 cps 
HC-IB WITH 
ISOLATOO 50 cps 300 cps 
TO-S 50 cps 70 cps 

FIGURE 1�.-Two-oscillator linewidth measurement. 
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FIGURE 1-7.-Two-oscillator spectrum measurement. 
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ment. Vibration measurements are made by ex
posing one oscillator to vibration while isolating 
the other. Linewidth measurements have been 
made with a commercially available low frequency 
discriminator (Laboratory for Electronics Stalo 
Tester). A Collins 5lJ4 receiver or Hewlett
Packard HP-31OA wave analyzer is used as a low
frequency narrow-band spectrum analyzer. Block 
diagrams and typical test results are shown in 
Figures 1-6 and 1-7. 

2. A microwave frequency discriminator em
ploying a transmission cavity is used for micro-

20 r-------------------------------� 

�I : \ 

o 
SPECTRUM OF 
CRYSTAL-CONTROLLED 
MICROWAVE SOURCE I ESTIMATED 

, I , \ 
MEASURED I \ 
/ I \ 

-80 I----....L..--
-100 '------'-__ --"-__ -1....--' __ -'-__ -'--__ '-----'-__ --'------' 

-100 ·80 -60 -40 ·20 0 20 40 60 80 100 
ke Isee FROM CENTER FREQUENCY 

FIGURE l-S.--Spectrum measurement with microwave 
bridge. 

wave spectrum measurements_ This equipment 
gives the same spectrum information as the 
commercially available AlIscott and Varian test 
sets without resorting to a critical carrier-nulling 
scheme. A particular advantage is that no 
reference oscillator is required in this system. The 
phase versus frequency characteristic of the micro
wave cavity is used to convert frequency varia
tions to phase variaiollS_ The phase detector 
compares cavity input and output phases to give 
a voltage proportional to frequency deviation. 
Typical data and a block diagram are shown in 
Figure 1-8. 

2.,0"6 r---�"-------------------

BFO OUTPUT TO OPERATE _--r� 
SHAKE -TABLE 

o 1000 1500 2000 
VIBRATION FREQUENCY (cpa) 

FIGURE 1-9.-Phase-locked discriminator measurement of 
crystal vibration sensitivity. 
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3. Measurements have been made at the 
oscillator frequency with a phase-locked dis
criminator. The test equipment consists of two 
similar oscillators phase-locked in a narrow-loop 
bandwidth. The phase detector output is a meas
ure of phase deviations at rates higher than the 
loop bandwidth. This system has been used to 
obtain vibration information directly at the 
oscillator frequency without requiring the rest of 
the system. A block diagram and typical data 
appear in Figure 1-9. 

Some techniques presently used to achieve 
short-term stability under environment have 
been derived from considerations reviewed in this 
paper. These are summarized here: 

1. Use is made of the highest oscillator fre
quency and drive level consistent with other 
system requirements. 

2. Foamed construction is used in all RF 
circuitry. 

3. Crystal vibration isolators are necessary with 
present crystals; replacement with ribbon-mount 
TO-5 crystals is desirable. 

CONCLUSION 

Short-term frequency stability is a major 
problem in a Doppler radar. Because of their 
effect on range and resolution, linewidth and 
spectral purity are the parameters used to 
characterize short-term stability for a Doppler 
radar. 

Measurements of linewidth and spectrum 
under quiescent and environmental "conditions 
point to the need for increased understanding of 
oscillator short-term instabilities and for im
proved components such as the BTL TO-5 
crystals. 

Short-term frequency stability is one of the 
factors limiting the capabilities of present-day 
radars. This problem will become even more 
severe in the future as greater radar range and 
resolution are required. 
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2. BASIC RELATION BETWEEN THE FRE
QUENCY STABILITY SPECIFICATION 

AND THE APPLICATION 

J. D. HADAD 

Raytheon Company 

Bedford, Massachusetts 

This paper classifies the requirements for short-term stability according to the application by 
examining applications ranging from velocity and acceleration measuring devices to coherent 
radars exposed to clutter. 

FM noise is generated at substantially different levels in typical sources, and the effect of each 
is different as it affects performance and influences equipment design. FM noise is considered with 
respect to either the requirement or the accuracy of a measurement. 

A stable reference signal is essential to the 
satisfactory operation of any coherent radar 
system. An unknown shift in phase of the signal 
from the reference oscillator during the interval 
between transmission of the radar signal and the 
reception of the return signal will produce an 
erroneous output and can lead to a degradation 
of the radar system performance. Any time
varying phase shifts in other parts of the system 
whose value during the same interval can be 
detected will produce a similar effect. 

In designing a coherent system for a particular 
application, it is necessary to specify the stability 
that is required for satisfactory operation. This 
is often done for short-term stability by specifying 
the allowable modulation on the signal entering 
the predetection filters of the receiver. For fre
quency modulation (FM) , this is specified in 
terms of allowable deviation ratio. Long-time 
stability is often specified by maximum per
missible frequency drift rate, assuming this rate 
to be constant over the pertinent time interval. 
In this paper the short-time stability is of basic 
interest, while long-time stability is not signifi
cant as long as the drift can be controlled for 
proper operation of the radar. An attempt is 
made herein to present a review of the frequency 
stability requirements for coherent radars. The 
areas stressed are those which experience has 

1

shown to be the most important from a system 
design point of view. 

The stability of a coherent system can be classi
fied into four broad groups of application, which 
are : 

1. Velocity measurement. 
2. Acceleration measurement. 
:3. Fixed target and clutter suppression. 
4. Airborne navigation .  

VELOCITY MEASUREMENT 

Applications such as radar guidance of ballistic 
missiles or precision trajectory measuring systems 
require three or more radars to measure with 
precision the velocity of a body, whereas applica
tions such as airborne target tracking require the 
use of only a single radar. However, accuracies 
and frequency stabilities are usually imposed for 
each radar, thus making it possible to present a 
generalized coherent radar equipment specifi
cation. 

Consider a hypothetical ICBM radar guidance 
system : The radar system for guidance uses a 
beacon in the rocket, a ground computer, and a 
radar command link to the vehicle. An achievable 
accuracy of 600 feet is desired for a 5500-nautical 
mile flight. Reference 1 shows that the velocity 

1 



FIGURE 2-1 .-Typieal pulse Doppler radar. 
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must known to within 0. 1 ft/sec . Thus, a 
reasonable velocity specification for the radar 
equipment is 0.05 ft/sec . Assume that the rocket 
is traveling 30,000 ft/see and accelerating 600 
ft/st (�2, and that the measurement is performed 
at GOO nautical miles. The specification for the 
short-term stability for the transmitter and 
critical components in a pulse Doppler and a 
CW Doppler X-band radar is desired . 

Similarities between a pulse Doppler (PD) 
radar and a CW Doppler radar are shown in 
Figures 2-1 and 2-2. The PD radar has a bandpass 
filter to extract the maximum amplitude spectrum 
line of a pulsed waveform. The requirement for 
the velocity gate is to measure velocity to an 
accuracy of 0.05 ft/see, which is an equivalent 
Doppler frequency error of 1 cps at X-band. The 
bandwidth of the velocity gate is kept to a mini
mum consistent with the Doppler tracking 
changes. These changes are due to a rocket ac
celeration of 600 ft/sec2, or 12 kc/sec2• Thus, with 
a velocity gate tracking loop gain of 1000, the 

1)(' 

FIGllm; 2-2.-Typical CW DOJlpier radar. 

frequeJl(�y tracking lag error is approximately 
12 cps. This imposes a minimum predetection 
bandwidth B requirement on the velocity gate 
and the system of 24 cps. Reference 2 shows that 
the instantaneous I-sigma frequency perturba
tion for a signal in noise in a band-limited third
order filter is obtained from Equation 1: 

(11j) 1ms = (11"/24) 1/2[B / (8/ N),,]' (1) 
The rms frequency perturbation over an observa
tion time T, with B T independent samples, is 
determin

(T /'" 

ed by Equation 2: 

(11f) rms/ (B T 1/2 ) 

= [ (11"/24) (B/T)]1/2(S/N)v-1• ( 2) 

Thus, for a O.Ii-second observation time and a 
58-percent probability that the observed fre
quency perturbation is less than 1 cps, a signal
to-noise ratio of 2.8-or 9 db-is required , thus 
resulting in an instantaneous frequency perturba
tion due to noise of 4.0 cps in a 24-cps band. The 
transmitter frequency stability should be 10 times 
better than this to prevent further velocity errors ; 
therefore a frequency 

be 
deviation of 0.40 cps a 

24-eps band will 
in 

required. Expressed ill a 
standard l-kc bandwidth, the maximum fre
quency deviation on the transmitter is 3 cps/ c .  

The effects of  direct leakage from the transmIt
ter to the receiver can degrade system sensitivity, 

�

which in turn will increase the velocity error. The 
PD radar can range-gate out this leakage; how
ever, a CW radar cannot and must therefore 
tolerate this leakage. Appendix A shows that the 
allowable frequcney deviation of the transmitter 
can be expressed by Equation A 13: 

Consider a feed through pow<�r of 0 . .') mierowatt, 
which ('orresponds to 80-db isolation from a .')0-
watt transmitter. Also eonsider a double sideband 
receiver with a lO-db noise figure and a 0.1 .')-,usec 
time delay in the leakage signal relative to refe
rence. The transmitter freqm'lwy deviation must 
be less than 0.fi2 cps in a 24-eps band , or 4 .0 
eps/k('. Thus, the dired leakag(� or (�an'ier feed
through for the CW ease has negligible effeds on 
the a('('ura('y of mpas\u·pment.. 
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ACCELERATION MEASUREMENT 

Acceleration or deceleration can be determined 
by measuring the phase between the return signal 
and the master oscillator of the radar. The equa
tions for making phase measurements at three 
equally spaced. time intervals Tv are shown 
Equation 3: 

m 

211"nl +q,1 -q,o = (411"/>') voTv+ (211"/>') a Tv2, 

211"n + q, -q,o = 

= 

(411"/>') 2 Vo Tv+ (211"/>') a Tv2, 2 
211"n +q,3 -q,o (411"/A) voTv+ ( 211"/>') 2 a Tv2. (3) 

Solving for acceleration and assuming the phase 
ambiguities are resolved, the error in measuring 
acceleration as a result of the phase measurement 
error is determined by Equation 4: 

In the radar, the phase error can be traced to 
three main causes: signal-to-noise limitations 
(Aq,n) rm" radar phase modulation (Aq,r) rm" and 
data handling errors (Aq,d) 
lating 

rm,. The equation re
the three errors is shown in Equation 5: 

(f1q,) rms = [( Aq,II) rm/+ (Aq,r) r",/+ (f1q,d) rm,2J1/2. 

(5 ) 

The data handling error (Aq,d) is priP1arily 
a phase shift measurement error. For a digital 
phase shifter consisting of six phase 

rms 

shifting ele
ments arranged in steps of (2)n, a quantizatio': 
level of 64 in a total phase shift range of 360 
degrees is 5.62 degrees per step. The data handling 
rms error is determined by Equation 6: 

(Aq,d) rm' = E/ (121/2) = 5.62/ (121/2) = 1. 62 degrees. 

(6) 

The signal-to-noise error (Aq,n) rm' is deter
mined from Equation 7 by integration of Equa
tion 2. For this application the sampling time 
interval Tv is related to the noise bandwidth 
by 1/2B. 

A signal-to-noise ratio of 10 will introduce a 
phase error of 2.1 degrees rms. 

The radar phase modulation (Aq,r)rm8 is de
termined by referring to Equations A7 and A17.
The phase modulation error due to the frequency 
modulation of the transmitter is determined by 

 

Equation 8: 

Thus, a measure of the double sideband power 
to the carrier power will give a direct indication 
of phase error. A I-degree rms phase error will 
require a PDS/Pc of -41.5 db. The frequency 
stability requirement of the transmitter at the 
lower end of the band, or 1 kc, is 8.25 cps in a 
1/2T" bandwidth. 

Consider a hypothetical C-band coherent pulsed 
radar with the requirements of measuring decelera
tion from three pulses at a pulse repetition rate of 
100 pps. Applying Equations 4 and 5 ,  and assum
ing the previously stated phase errors, the result
ing acceleration error is 22.4 ft/sec2• 

FIXED TARGET AND CLUTTER REJECTION 

The first two sections of this paper considered 
applications with respect to receiver noise. This 
section will consider the requirements imposed on 
the frequency stability of the transmitter due to 
the presence of elutter and fixed target returns. 
The design objective is to maintain this elutter 
or fixed target-induced spectral noise in a desired 
band below receiver noise. Broadly, three condi
tions must be taken into account: 

1. The elutter fluctuations have negligible 
energy at the target Doppler frequencies. 

2. The elutter rejection filter and the target 
Doppler filter must reject the clutter frequencies. 

3. Any fluctuations in the signal energy re
flected from the clutter or from a fixed target, 
as a result of fluctuations in the transmitted 
signal, will appear as noise and must be kept at 
a minimum 

The 
in the desired band. 

noise problem in a coherent Doppler system 
is best illustrated in terms of a hypothetical 
system. Consider the detection of a moving vessel 
at sea in the presence of 77-db clutter return above 
minimum detectable signal, which is 13 db above 
receiver noise. For clutter to have a negligible 
effect in the Doppler band, a 100-db reduction 
is needed. This actually results in clutter being 
10 db below receiver noise. 

Considering the first condition, the clutter fre
quency spectrum, Heference 3 shows that a 
Doppler return from sea clutter at X-band might 
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reasonably be assumed to be Gaussian, with a 
half-power point at 60 cycles. If the distribution 
is normal, the power density will be down 100 db 
( 10-10) at 5.8 times the half-power point, or at 
about 350 cycles. This would tend to indicate 
that the "tails" of the clutter spectrum at target 
Doppler frequencies would be entirely negligible. 

With regard to the second condition, perform
ance of clutter rejection filters, clutter rejection 
of 100 db using clutter notched filters and Doppler 
frequency filters is considered entirely feasible. 

With regard to the third condition, the fre
quency modulation of the transmitted signal, a 
signal reflected from a fixed target appears as 
noise in the target Doppler band. This fluctuation 
will produce noise sidebands around the central 
line. Consider a 1- to 67-kc Doppler band for a 
CW radar, or the same band for a pulse radar 
limited to a pulse recurrence frequency of 67 kc . 
If the noise is uniformly distributed, then the 
noise in any 1-kc band will be 1/67 the total 
noise, or 18.3 db down. Thus, for a suppression 
of 100 db with respect to the power in the trans
mitted signal, the noise will be required to be 81.7 
db below the carrier (clutter noise being negli
gible) .  Thus, from Equation 8, the deviation at 
the lower end of the band ( 1  kc) is 0 .1  cps/kc . 
Note that this is at present a stringent require
ment on the transmitter. This limitation applies 
to the master oscillator and to the power amplifier 
for either a CW or pulsed Doppler radar. 

The limiting condition imposed on the fre
quency stability of the transmitter by a fixed 
target is an infinite plane perpendicular to the 
radar. Assume all the energy falling on the plane 
is reradiated isotropically. Radar Equation 9 is 
for this type of situation: 

(9) 

where Go is the gain of the smaller antenna. Com
bining Equations A13  and 9, and SUbstituting 
the relation 
quiremcnt 

T =2R/c, the frequency stability re
for 

rms

the transmitter is given by Equa
tion 10: 

(df) ::::; 1O-11jo(N F B/ PtGo) 1/2. ( 10) 
Substituting the parameters from the velocity 
measurcmpnt radars and assuming an antenna 
gain 00 of a2 db, the allowable frequeuey devia
tion is 0.005 cps in a 24-cps band, or 0.0:3 eps/kc . 

Note that this stringent requirempnt on the 

transmitter can be accomplished by an actively 
degenerated klystron. 

AIRBORNE NA VIGA liON 

In the previous sections the coherent radar was 
required to operate in the presence of ground or 
sea clutter without system degradation. An 
equally important group of radar systems de
pends on ground and sea returns for intelligence. 
An application of this type of radar is a Doppler 
airborne navigation which is designed to measure 
an airborne vehicle's velocity with respect to the 
earth. An application would be the use of a 
Doppler radar for terminal phase guidance and 
attitude control of a lunar-landing vehicle. 

Consider a coherent radar to control the touch
down velocity for a lunar landing. Assume an 
X-band Doppler navigator with three 7.5-degree 
antenna beams inclined at 45 degrees. A tracking 
time constant of 0.5 sec is desired for a velocity 
spectrum of 3000 to 25 ft/sec . From Equation B14 
(Appendix B) the velocity error is 1 .0 ft/sec for 
a touchdown velocity of 25 ft/see : 

UVn = ( 1 .08/cos"y) ( A/3VR sin"y/T) 1/2. ( B14) 

The effective bandwidth of 70 cps is obtained 
from Equation 1 1: 

U",_ = I (11"/2 Tu) [( 2411"2/3/A) V R sin I' ] j I/2. ( 1 1 )  
Thus, to have a negligible effect o n  the system 

performance, the transmitter frequency stability 
should be less than one-tenth of the Doppler 
error as determined from Equation 12, or 1.4 cps. 

dj::::;0.1[2uvn cos"y/A]. ( 12) 
Based on the lower end of the Doppler spectrum 

of 350 cps, the requirement on the frequency 
stability of the transmitter is expressed as 1 1 .7 cps 
in a I-cps bandwidth centered at 350 cps. This 
requirement cannot be expressed by the standard 
1-kc bandwidth expression. 

In an airborne operation of a coherent system, 
the following additional limitations must be taken 
into account : ( 1 )  ripple resulting from size and 
weight limitations on the high power supply, ( 2) 
microphonies resulting from the moving platform, 
and (3) radome reflections resulting from the 
relative motion of the anknna and the reflecting 
surface of the radome. Appendix A treats these 
conditions by a composite frequency deviation 
determined from Equation A18. 
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TABLE 2-1 

Summary of M easuremenl 

Systems Requirements I Maximum allowable deviations 

Radar guidance of ballistic missiles 
Precision trajectory measurements_ 

_ _ _ _ _ _ _ _ _ _ _ _ _

_ _ 
_

deceleration 
_ _ 

_ 

Acceleration or 
_ _ _ _ _ _ _ _ _ _ 

0.05 ft/sec accuracy _ _ _ _ _ _ _ _ _ _ _  3 cps/kc. 

_ _ _ _ _ _ _ _ _ _ 

0.05 ft/sec accuracy _ _ _ _ _ _ _ _ _ 

_ 

_ _ 3 cps/kc. 

Phase measurements_ 
_ _ _ _ _ _ _ _ _ _ _ 

Targets in sea clutteL 
_ _ _ _ _ _ _ _ _  

of bodie
_ _  _ _  

s___  
_ _ _  _ 

0.75 g accuracy _ _ 
_ _ _ _ _ _ _  _ _ 10 accuracy _ _  _ _  _ _ _  _ _ _ _

_ 
_ _  _ _ _  _ _ 

!
36 cps/kc. 

_ _ _ _ _

_ 36 cps/kc. 

Fixed targets
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _  

Direct leakage 
_ _

or 
_ _ _ 

cps/kc. 
0.03 

feedthrough 
_ _ __ _ _  _ _ _ _  _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ 

- 100 db rejection 0.1 

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

Infinite 
p. 

plane_ _ cps/kc. 
0.5 watt feedthrough 

_ _ _ _  _ _ _  _ _ _  _ _  _ _  _ 

_ _ _ _ _ _ _ _ _  4.0 cps/kc. 
Lunar-landing vehicle _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  4% at 25 ft/sec _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  11 .7 cps in a I-cps band. 

CONCLUSION 

Table 2-1 summarizes the applications and the 
related frequency stability of the transmitter. 
The applications presented cover the majority of 
the cases for coherent systems. The method, 
analyses, and equations presented were varied 
intentionally so that a systems engineer can 
handle other related system applications for co
herent systems. 
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GLOSSARY OF TERMS 

a acceleration of a target 
ila acceleration error 
B effective receiver bandwidth 

velocity of electromagnetic radiation 
peak voltage from a target 
peak reference voltage 
peak transmitted voltage 
instantaneous voltage from a target 
output from phase detector 
instantaneous reference voltage 
instantaneous transmitted voltage 
Doppler frequency 
modulation frequency 
Doppler spectrum width 

fo unmodulated transmitted frequency 
ilf peak frequency deviation 
Go antenna gain of the smaller 

w 
antenna 

G",. (O) power spectral density at =0 
effective receiver modulation index 
transmitter modulation index 
number of full wavelengths between 

target and measuring radar at 
time the three phase measurements 
are made 

NF receiver noise figure 
N (t) amplitude of narrow-band noise 
Pc carrier power 
PDS double sideband power 
Pa transmitter power at receiver input 

terminal due to ground return 
FM noise power at receiver input 
transmitter average power 
range of target 
absolute temperature (2900K) 
frequency tracker equivalent time 

constant 
Tv time between the two phase measure

ments 
velocity components in pitch, yaw, 

and roll 
v velocity of moving target 
X(

{3 

t) , yet) independent Gaussian random func-
tions 

antenna beamwidth 
'Y antenna beam inclined angle 

phase measurement error 
(j phase angle between two signals 
A wavelength 

time delay of target signal 
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T
O"VR 
r time delay of reference signal 

fluctuations in components along the 
vehicle's roll axis 

rms output of frequency tracker 

APPENDIX A-tOHERENT RADAR STABILITY REQUIREMENTS 

TRANSMI TTER 

e ll 
FIGURE 2-Al . 

Consider a continuous wave (CW) radar that 
is frequency-modulated with a sine wave function. 
The voltage from the transmitter is given by 

et = Et sin [211"foi + (df/Fm) sin211"Fmt] . (AI) 

At the receiver two signals are processed. One 
is the reference voltage 

eT = ET sin[21T foCt  - TT) 

- ( df/ F m) sin211"F ", ( i-TT) J, . (A2) 

and the other a returned signal from an object 

eo = E. sin[21T fo C i-To e  t) ) + (df/ F m) ( i-To (i) ) ]. 

(A3) 

To insure linear application of a phase detector 
in a radar, the reference voltage is made much 

'-
DC 

--.......-
TERM 

-- -
(A7) 

�----y,----� 
Amplitude 

�--�,------
Long-Range 

----�,�----� 
Phase 

�------
Modulation 

�--------� 
Rate 

-------------------------
Term Term 

.�----------------------------�
Term Term 

AC TERM 
. 

Considering only the ac term, the dc can be 
removed with a condenser. The equivalent power 
reference to the input 

(
terminal 

)
of the receiver is 

P sin1T F mT 2 . nlm = Pa(21TdfT) 2 (sm211" fOT) 2, (A8) 
11" F mT 

(A9) 

The maximum noise power will occur when T 

is such that sin211" fOT = 1. At these points, 

Pn1m = Po (211"dfT)2  ( sin1TFmT/1I"FmT) 2. (AlO) 

In order to maintain this noise power below 
the receiver noise power ; 

Pn1m (max) = Po (21TAfT) 2 

X (sin1l"FmT/1TFmT) 2 5, NFK TB �. (All)  

three phase measurements taken less 
than 2 
peak phase modulation error 
output of frequency discriminator 

larger than the target return voltage. For con
venience, we shall assume the phase detector to 
be of the balance type, 

eo = Eo cosO. (A4) 

The phase angle 0 between the two waves is 

0 =  [211" fO ( t-TT) + (df/ F m) sin211"F m ( i - TT) J 

- { 211" fo[t - To (t) J+ ( d f/ F m) sin211"F m[t - To (t) J I · 

(A5) 

The output voltages from a linear detector is 

eo = Eo cos[ 211" fO[TT - TO( t )  J 

x COS21TF",![t - TT+To (t) J (A6) 

Equation A6 can be simplified by assuming 

J. 
the 

frequency deviation of the oscillators to be small. 
Thus, 211"df[TT- To (t) J«l and, by proper trigo
nometric manipulations, 



FREQUENCY STABILITY SPECIFICATION AND APPLICATION 17 

Thus, the allowable oscillator frequency deviation 
becomes 

( 6.f) rm. �  ( 10-11/1rT) (NFB/PG) 1/2 

X (1rFmT/sin1rFmT) .  (A12) 

For short time delays compared with a modula
tion cycle, T«l/ F m, Equation A2 reduces to an 
expression for short ranges to 

( 6.f) rm. � ( 10-11/1rT) (NFB/PG) 1/2. (A13) 

An examination of Equation A13 reveals that 
a coherent radar only becomes sensitive to angular 
modulation of the .carrier by the mechanisms of 
time-delay correlation. This fact is useful in re
ducing the effects of carrier feedthrough and local 
oscillator stability on system sensitivity. 

It is convenient to consider the stability re
quirements also in terms of sideband-to-carrier 
power levels. For a small modulation index 
the ratio of the double sideband power to the 

m, 

carrier power is 

(A14) 

The process of coherent detection of a time
delayed signal alters the angular modulation index 
as shown by Equation A6. 

(A15) 
where 

(A16) 

For long time delays, the two indices are on the 

average equal. This being the worst case, 

or 
(A17a) 

The frequency spectrum of an oscillator is not 
limited to only one modulating frequency but 
can have a number of unwanted coherent FM 
modulations (HVPS ripple, microphonic, etc . ) . 
The composite deviation in a given bandwidth is 
the rms of the individual deviation-rate products. 

6.jrm. =V21rT[ (6.jlF mY 

+ ( 6.j FmY · . .  ( 6.jnFm2 .) 2J. (A18) 

The unwanted noncoherent FM modulation 
(noise) is usually expressed by an rms noise 
power in any bandwidth of interest, usually 
1 kc/sec, in a noise spectrum removed from the 
carrier by 1 kc/sec or more. For example, suppose 
the FM noise power in a 1 kc/sec bandwidth 
centered at 10 kc/sec from the carrier is 80 db 
below the carrier power : 

Thus, the 1 .0-cps rms FM noise is the same as 
the power in the first-order sidebands which would 
be generated by intentionally modulating the 
carrier at a frequency F m of 10 kc/sec to a rms 
deviation of 1 .0 cps. 

APPENDIX B-DOPPLER NA VIGA liON 

V E H I C LE 

B E A M  I BEAM 3 

B E A M  I BEAM 3 
BEAM 2 

BEAM 2 

FIGURE 2-Bl .-A basic Doppler configumtion. 

A basic Doppler configuration is shown in Figure 2-B 1 .  The analysis, based on a 3-beam 
configuration, is valid for essentially all types of Doppler navigators. To simplify the analysis, 

" T" 
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assume the pitch and yaw velocities are zero : 

(Bl )  
also, 

'Yl = 'Y2 ='Ya = 'Y. (B2) 
The Doppler frequencies of the signals received 
are given by : 

(B3) 
Because of the finite width of each beam, the 
Doppler frequencies will be spread over a spec
trum whose width is a function of the width of 
the beam (3. This Doppler spectrum width received 
by each receiver is : 

To determine velocity from a Doppler radar, it is 
necessary to determine the center frequency of 
the radar return signal by means of a frequency 
tracker. For the purposes of simplifying the 
analysis, it is assumed that the radar return signal 
can be represented by narrow-banded noise whose 
amplitude N (t) is given by 

N(t)  = X (t) coswet+ Y( t )  sinwct, (B5) 

where represents the carrier frequency. The 
quantities 

W e  
X (t) and Y (t )  are independent Gauss

ian random functions. A more useful form of 
Equation B5 is : 

N(t) = R(t )  cos[wet -tan-1 ( Y IX) J, (B6) 

where = (X2+ P) 1/2. It will be assumed that 
B6 is amplitude-limited 

R 
and then passed through 

an FM discriminator. The output of the dis
criminator is given by 

Wn ( t )  = (di.dt) [tan-I ( Y / X) J 
= ( YX-XY) / (X2+ P) , (B7) 

where wn(t) represents the instantaneous Doppler 
frequency shift relative to the carrier 
power 

We. The 
spectral density for a narrow-band rec

tangular-shaped spectrum of width B, correspond-

ing to an of zero, is obtained from Reference 5 
to be : 

0",. (0) = 12B. (B8) 

Assume that the frequency tracker can be 
represented dynamically by a first-order 
having the transfer function ( 1 +jw Tg) -I. 

filter 
Under 

realistic eonditions, the bandwidth of the fre
quency tracker will be mueh narrower than the 
bandwidth of 
quency shift 
to determine the 

w " .  
the instantaneous Doppler fre

Aceordingly, it is reasonable 
rms output of the frequency 

tracker from the zero-frequency value of 0",. (w ) 
by the following relation : 

U",.2 =  {DO",. (0) [dw/ ( Ty2w2 + l )  J, 
o 

(B9) 

To obtain the eomponent of veloeity along the 
vehicle's roll axis V R, it is neeessary 
signals from beams ( 1 )  and (3) . 

to add the 
Thus, from 

Equation B3 
(BI l )  

The fluctuatioll in  the components of velocity 
along the vehiele's roll axis is therefore 

UVR = (A/4 cos'Y) 0/211") 
X { (1I"/2 Tg) [0",.JO) +0",., (0) J I I/2. (B12)  

Relation 0",. (0) to the physical parameters of  the 
radar can be obtained by combining Equations 
B8 and B4 as follows : 

0",. (0) = ( 12 )  ( 211") (h) (2{3/'A) \ VR sin'Y \ ,  (B13)  

where (3 represents the width 
(211") 

of the individual 
radar 
G",. (O) 

beam. The factor is used to convert 
from cyelcs/sec to radians/sec. The t1l" is to 

approximate a conversion from an assumed rec
tangular-shaped input spectrum to a more realistic 
Gaussian shape spectrum. Thus, 

w 
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3. MASTER OSCILLATOR REQUIREMENTS 
FOR COHERENT RADAR SETS 

L. P. GOETZ AND W. A. SKILLMAN 

Defense Center 

Westinghouse Electric Corporation 

Baltimore, Maryland 

Stability requirements for pulse Doppler MTI radars which operate in a severe clutter en
vironment are derived on the basis of required performance. Performance factors considered are 
spurious generation, signal loss, ranging, and lobing noise. Requirements are shown to be different 
for common modulation, where the range time delay modifies phase relations, and for independent 
modulation, where no delay is involved. A stability requirement given in parts per million is seen 
to be inadequate ; rather, a more complex "deviation spectrum" is required. A typical state-of
the-art radar is postulated, and its requirements are calculated. 

This paper diseusses the master oseillator re
quirements for eoherent radar sets. Coherent 
radars are most widely used where the Doppler 
information is to be extraeted from a return radar 
signal. One applieation of Doppler radar (eom
monly ealled moving target indicator, or MTI) 
is to separate the moving target from the ground, 
sea, and doud dutter whieh may appear at the 
same range as the target but produees a different 
Doppler shift on the return radar signal. A -seeond 
applieation (ealled synthetic aperture radar) is the 
use of the Doppler history of ground targets as 
seen from a moving platform to sharpen syn
thetieally the radar display in azimuth. In ad
dition, the ."ehirp" teehnique ean be used to 
obtain large average transmitter power with a 
peak-power-limited deviee and at the same time 
maintain an effeetive short pulse for range resolu
tion. Chirp teehniques ean be used in eombina
tion with Doppler teehniques. 

Doppler radars require extremely high short
term stability ; in some applieations, the ineidental 
modulation sidebands on the earrier must be 
limited to values of the order of 100 deeibels 
below the earrier level. On the other hand, the 
long-term frequeney stability may be quite poor 
when eompared with other applieations, sueh as 
broadeast stations which must maintain their 
assigned frequency within 20 cps, and reference 
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clocks, where the long-term "average" is im
portant. 

In this paper the master oscillator stability 
requirements will be discussed for MTI Doppler 
radars. Examination of these requirements will 
show that a single number (such as a specification 
of parts per million) is not adequate to specify 
clearly the requirements for Doppler radars. 

TYPES OF DOPPLER RADAR 

The Doppler phenomenon, the change in fre
quency of a traveling wave introduced when there 
is a relative velocity difference between the 
transmitter 

) 
and the point of (see 

Reference 1
observation 

is used in many types of radar. This 
paper discusses the use of the Doppler effect to 
separate targets from large unwanted signals, such 
as ground dutter, using the difference in fre
quency associated with the velocity between the 
unwanted and wanted signals for separation by 
means of frequency filtering. 

There are many mechanizations which can be 
used in Doppler radar. In this paper, they are 
divided into two types : 

1 .  Radars which detect the Doppler shift un

2. 
ambiguously. 

Low prf (pulse reeurrence frequency) radars 
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which receive ambiguous Doppler in
formation. 

Examples of the first type are CW (continuous 
wave) and high prf PD (pulse Doppler) radars. 
The stability requirements of the two are identi
cal, ignoring the leak through problem. The low 
prf radar category can be further divided into 
three types : 

1 .  MTI (moving target indicator) and AMTI 
(airborne MTI ) . 

2. Coherent Doppler radars. 

3. Noncoherent Doppler radars. 

To detect Doppler shift, thc phase and/or fre
quency of the transmitted signal must be retained 
for reference during the receive time. In MTI and 
coherent types of radar this may be done by 
locked local oscillator techniques. MTI radars use 
a delay line equal to the interpulse (prO period . 
Alternate pulses are subtracted ; and the residual 
pulse, introduced by the phase change of moving 
targets, is the signal detected by the radar. 
Stationary targets introduce no change in phase 
and hence give no output. Coherent radars use 
filter (s) to separatc out the Doppler shift intro
duced by moving targets. Noncoherent radars, 
instead of remembering the transmitted phase, use 
the stationary elutter at the same range as the 
target for the reference signal. Moving targets 
introduce a phase shift different from this fixed 
reference ; and it is this change in phase , equiva
lent to a change in frequency, which is detected. 
Essentially, all low prf radars have the same fre
quency stability requirements; and these require
ments are satisfa

1 
ctorily covered in the literature 

(see References and 2) . 
In this paper airborne PD radar stability re

quirements will be discussed. Further, the ex
amples given are for typical operational radars 
and arc included to show the order of magnitude 
of the frequency stability requirements. It will 
be obvious from the development that no single 
number, such as the fractional frequency sta
bility (parts per million) , can be used ; rather, 
the allowable deviation or first-order sideband 
levels must be specified as a function of modlllat
i ng f requen(�y. 

DOPPLER CLUTTER IN AIRBORNE RADAR 

In Doppler radars, clutter considerations de
termine some of the frequency stability require
ments, as will be shown later. The types of 
Doppler clutter 

2, 
are briefly described below (see 

References 1, 3, and 4) . 
When a Doppler radar set is flown in an air

plane, elutter can come from three sources as 
illustrated in Figure 3-1 . 

Main beam clutter comes from weather effects, 
and from the ground and sea if the main beam 
dips below the horizon; it is generally a very strong 
signal because of the high main beam gain of 
the antenna. Side lobe clutter comes from the 
antenna side lobes striking the ground at various 
angles, giving Doppler shifts both above and 
below the transmitted frequency ; this produces a 
range of Doppler frequencies with a spread equal 
to twice the Doppler velocity of the aircraft. At 
any particular instant, one of the side lobes will 
be looking straight down at the earth ana will 
return a signal with zero Doppler shift. This is 
analogous to the altitude line in ordinary pulse 
radar. 

The general characteristic of the main beam and 
side lobe elutter is that it is a random signal , as 
in most cases the ground can be considered as 
consisting of many random scatters. The refer
ences given above discuss the characteristics of 
all types of clutter in more detail. 

MAIN BEAM CLUTTER 

S I DE LOBE 
CLUTTER 

/ CONSTANT L VELOCITY 

FIGURE 3-1.-Clutter in airborne Doppler radar. 
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STABILITY REQUIREMENTS FOR PULSE 

DOPPLER RADAR 

A basic requirement of a Doppler radar system 
is the generation of a stable RF source for use 
in the transmitter. Also, since a practical receiver 
requires an IF greater than zero frequency, the 
generation of an additional stable radio frequency 
is required to heterodyne the transmitted fre
quency to the desired IF. 

The frequency stability can be described in 
terms of allowable modulation on the signal 
entering the predetection filters of the receiver. 
For frequency modulation (FM) , this is specified 
in terms of allowable deviation ratio . Short-time 
stabilities are of basic concern, since long-term 
stability is not significant as long as the drift 
does not increase the mutual interference, reduce 
the power output, or result in an incorrect indica
tion of target velocity. 

The permissible spectrum broadening in the 
receiver is determined by : ( 1) allowable spurious 
signals (false targets) ,  

n=! 

(2)  loss of sensitivity in 
the presence of 

b) 

interference (clutter) , (3) loss of 
small signal 

J

sensitivity in the interference free 
region, and (4) interference with range or angle 
tracking due to spurious signals entering the 
tracking loops. 

Consider a carrier We modulated by one AM 
signal Wb and one FM signal 

Equation 1: 

+

n 

wm. The resultant 
spectrum is given by 

X [cos (we+nwm) t+ ( - 1 ) cos (we - nwm) t] 
tm

X 

J 

o ( [coS(We+W

LJco 

b) t +COS (Wc - Wb) t 

+ m  sinwbt n (b) 
[cos (wc+n

n�! 

It  

) 

wm) t+ ( -1) n sin (wc -nw ) tJ. ( 1 )  
will be shown 

( b

below that m 

".

must be small ; 
therefore, the intermodulation terms can be 
neglected. It should be noted that there is a 
possibility that, in some applications, the large 
deviations at low frequencies permitted by the 
deviations 

n 

below, may cause large enough values 
of m and to give significant intermodulation 
terms. However, in most applications linear super-

position is a valid assumption, and the require
ments on AM and FM will be derived separately. 

Generation of Spurious Signals 

Spurious signals can appear in the receiver 
because of incidental modulation of the main 
beam and altitude line clutter signals, since these 
are usually the largest signals in the receiver. 
Since these spurious signals may be mistaken for 
targets, they must be maintained below the re
ceiver noise level. Both of the clutter signals are 
removed from the receiver by rejection filters. 
Full sensitivity is not obtained for targets close 
to the clutter, but a certain guard band must be 
assumed . The width of this band is determined 
by the extent of main beam clutter spreading, 
rejection filter characteristics, and the positioning 
accuracy of the rejection filter. The spurious signal 
requirement is then that spurious signals from 
the clutter be R db down from the clutter ampli
tude for sideband frequencies separated more than 
Aim;n from the clutter. Usually, the clutter is 
sufficiently narrow so that it can be assumed to 
be a single frequency, easing the calculation con
siderably. As an example, if the clutter is 80 db 
above noise, a sideband requirement of 86 db 
on AM and FM independently will assure that, 
in the worst case of in-phase signals; the spurious 
will be no more than equal to the noise level. 
Additional safety factors may be required, de
pending on system usage-assuming a 4-db safety 
factor, -R = -90  db. 

In amplitude modulation, a pair of sidebands 
are generated, each of amplitude tm, as shown in 
Equation 1. The maximum incidental AM modula
tion index mmax is then 

mmax = 2 Rl/2 ; (2)  

for R= -90 db, mmax = 6.3X lO-5• ' Similarly, for FM the maximum allowable 
deviation as a function of frequency can be found 
from Equation 1 by calculations of the Bessel 
coefficients. For frequencies below Aim;" , the 
higher order sidebands set the requirement ; that 
is, at Aimin/2, the second order sideband must be 
below R, etc. Figure 3-2 shows the permissible 
deviation as a function of modulating frequency 
for R =  -90 db. The dashed curve in this figure 
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indicates the maximum peak deviation for a
particular modulating frequency such that all
sidebands removed 500 cps or more from the
carrier will be at least 90 db below the carrier.

Loss of Signal Energy at the Output of the 

Predetection Filter 

Loss of signal energy occurs in the predetection 
filter when the signal is frequency-modulated ; 
this results from the fact that the sum of the 
powers in all of the sidebands plus the carrier 
must be equal to the unmodulated carrier power. 
When sidebands of the FM signal fall outside of 
the receiver detection filter passband, the signal 
power is reduced. AM will not result in signal 
loss, since the carrier level is unaffected by AM. 

For the frequency modulation components, 
three 

1 .  
cases must be considered : 

Small 0 and a modulation frequency greater 

than one-half the predetection filter band
width. 

2. Large 0 and a modulation frequency that 
approaches zero. 

3. A 0 that produces significant higher order 
modulation components J2 ( 0) ,  J3 ( 0) ,  etc. 

For the first case, a typical criterion is that the 
reduction in Jo ( o) be 0 . 1  db. This is equivalent 
to Jo ( 0) =0.9886 or 0 =0.213. 

The second case may be evaluated by assuming 
that the receiver bandpass filter has a two-pole 
Butterworth response. 

+-( 

This network has a trans
fer function of the form (where the carrier is 
much greater than (3) : 

For a large 0 as Wm approaches zero, the power 
frequency spectrum H (w) can be represented as 
(see Reference 5)  

2H (w) = (7r.::lw)-I[l - ( .::l/ .::lW) J-1 2/ , .::l � .::lw. (4) 

Solving for the total power output, 
 Po 

P
2 

i 
16'" d.::l = 

0 [1 /7r .::lw 2--.::l ----/-{3 )-4 J-[-l- ---2 -2 . (5
( .::l/.::lw) J1 ) 

 
Evaluation of this integral gives .::lw = {3/4 for a 
O. l-db loss in signal strength. For example, if 
filters of 350-cycle bandwidth are used , the peak 
deviation is restricted to 88 cps.  

The third case can be handled by considering  
the power in each of the discrete sidebands  
rather than by using a continuum. The number of  
sidebands N that must be included within a 
rectangular filter to have no more than O.l-db 

7 
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FIGURE 3-3.-8tability requirements for signal lOBS. 
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power loss is found from the equation, 

Po/P;=O.9773 = + 
N 

(6) 

The modulating frequency is related to the 
filter width by the relation, 

fm =/3/2 (N + 1 ) ,  (7) 

where the assumption is made that the sidebands 
corresponding to the N + 1 term are just outside 
the band edge. The upper solid curve in Figure 3-3 
shows the resulting deviation requirement at low 
frequencies. The curve is asymptotic at low fre
quencies to one-half the filter bandwidth, 350/2 
cps in this case. This curve must be modified 
when practical filters are considered. For example, 
if the Butterworth filter discussed above is used, 
the maximum deviation permitted at low fre
quencies is 88 cps. The dotted curve has been 
sketched in approximately parallel to the solid 
curve and has been made to intercept the solid 
curve at one-half the filter bandwidth, 175 cps. 
This is a transition to the first case where the 
first-order sideband is specified in terms of carrier 
loss. 

FM Ranging Modulation Requirements 

may 
these 
tion 

In 

2. 

a CW or high prf pulse Doppler radar, range 
be measured by FM techniques. Basically, 
techniques involve introduction of a modula

in the frequency domain on the transmitted 
signal, recovery of the modulation from the range 
delayed received signal , and measurement of the 
time delay by suitable demodulation. Two basic 
types of FM used are : 

1 .  Linear FM-a constant rate of change of 
frequency is put on both transmitted and local 
oscillator signals. An apparent Doppler shift which 
is proportional to range appears. 

Sinusoidal F M -a small deviation sinusoidal 
modulation is applied to both transmitter and 
local oscillator. The phase shift of the IF signal, 
compared with the original modulation, is directly 
proportional to range. Requirements for both 
techniques are discussed below. 

Linear FM Requirements 
The linear FM requirements can be considered 

as three separate requirements : range accuracy re-

J02 ( 0) L2Jn2 ( O) . n=l 

quirements, signal loss requirements, and 
signal requirements. 

Range Accuracy Requirements-The transmitter 
and local oscillator are linearly swept at a rate 
df/dt. The time delay Tr of the target return is 
then measured by the apparent Doppler shift Afr :  

(8) 
or, the range of the target is 

r = c (Afr/2) (df/dt) .  (9) 

Differentiating and solving for the fractional error 
due to an error 1Il the slope of the linear FM 
waveform, 

d(df/dt) dr/r = ( 10) df/dt 

or, a given percentage error in slope causes the 
same percentage error in range measurement. If a 
filter bank is used to detect the apparent Doppler 
shift, then the absolute error in frequency need 
be no better than about one-fourth of a filter 
width. If a target at maximum range is shifted 
by N filters, the maximum error in slope is then 

d(df/dt) (4N)-1. ( 1 1 )  
df/dt 

Signal Loss Requirements-As shown above in 
the section on Loss of Signal Energy, for O. l-db 
allowable loss the maximum deviation is one
fourth of the predetection filter bandwidth. This 
requirement also holds for linear FM except that 
the deviation is measured with reference to the 
average slope. 

Spurious Signal Requirements-Again , the devi
ation requirements are as derived in the section 
on Generation of Spurious Signals, except that 
the deviation is measured with reference to the 
average slope. 

SinusoiC#al FM Requirements 
It can be shown that the range r, in nautical 

miles, measured by 

m

the sinusoidal 

2
FM 

) 
technique 

is found by the equation, 
r =  (c/w ) sin-1 ( Aw' / Aw

( 12) 
Range Accuracy Requirements-The accuracy 

of the modulating frequency is determined by 

spurious 
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the required ranging accuracy. Since, as seen from 
the above equation, the percentage error in 
modulating frequency is equal to the percentage 
error in measured range, the allowed error in 
frequency is some fraction of  the required over
all accuracy.  For example, if 2-percent accuracy 
is required, then 0.2-percent accuracy of the fre
quency will render this error negligible. Similarly, 
the accuraey of the transmitted deviation is the 
same as for the frequency, provided 6w ' is small ; 
this is usually the case in order to obtain an 
essentially lineal' relation between range and 
phase. If larger phase shifts are used, a com
pensating network can be employed to linearize 
the equation, in which case the same accuracy 
requirement holds. 

Signal L08s Requirements-This requirement 
is the same as derived in the section on Loss of 
Signal Energy. 

Spurious Signal Requirements- Outside the 
ranging frequency region, the requirements are 
the same as derived in the section on Generation 
of Spurious Signals. Near the ranging frequency, 
spurious modulation sidebands must be suffi
ciently far below the desired ranging signal that 
the accuracy will be essentially unaffected. 

Consider the use of sinusoidal FM ranging 
with a modulating (ranging) frequency of 85 cps 
and a peak transmitted deviation of 1000 cps. 
Assuming that range must be measured at ranges 
beyond 0.5 nautical mile, the minimum received 
deviation ratio is 

:::::::211' X().2X 10-6 X 1000, 
""0.038(). 

For negligible effect, assume a lO-db signal-to
spurious-noise ratio is required. The received 
spurious deviation ratio (at 85 cps) must then 
be less than 

0' = Om;,,' / ( 101/2) = 1 .21 X 10-2• 

The peak allowed received spurious deviation at 
8,5 cps is 

6w' /211'= 0'wm/211' = 1 .21 X 10-2 X85, 

= 1 .03 cps. 

This value is the independent modulation re
quirement which holds for the remainder of the 
transmit-receive system exclusive of the master 
oscillator. The common, or master oscillator re
quirement, is that the spurious transmitted side
band be 10 db below the intentional modulation 
sideband ; so that the allowable deviation at 85 cps 
is 1000 cps/101/2 = 31 6  cps. 

Lobing Noise Requirement 

In a conical scan tracking radar, incidental 
modulation (AM) sidebands that fall in the 
vicinity of the lobing frequeney can affect the 
tracking accuracy. FM sidebands will not affect 
the tracking, since the amplitude detector used 
is insensitive to FM. Considerations of the track
ing loop bandwidth and permissible angular error 
permit the specification of the percentage modula
tion permitted at or near the lobing frequency. 
Typically, I-percent modulation is permitted at 
the lobing frequency. The requirement on the 
master oscillator may be relaxed from this value, 
depending on the degree of saturation of the 
transmitter amplifiers. 

Requirement on Transmitted Frequency Stability 

Let the transmitted carrier be frequency
modulated by 6w sinwmt ;  then the transmitted 
frequency w, is 

( 13) 

Now assume a point source target moving at a 
constant radial velocity. The received signal WR, 
is shifted by the Doppler shift WD. The received 
signal is 

WR = wc +wD+ 6w[ (wc+WD)  /wc] 

X sinwm[ (Wc+WD) /wc] ( t - Tr) 

( 14) 

When the transmitted signal is translated by a 
pure frequency WIF, the resultant is the local 
oscillator signal WLO : 

( 15) 

When the received signal frequency WR is beat 
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against WLO in a mixer, the output is 

=WIF+WD + Llw [sinwm (t-Tr) - sinwmtJ, 

=WIF +WD- 2Llw sin! (wmTr) cosWm(t- !Tr) . 

( 16) 

Comparison of Equations 1 6  and 1 3  shows that 
the magnitude of the ratio of the frequency devia
tion in the receiver to the transmitter frequency 
deviation is 

'
I 

! 2LlW sin (wmTr/2) 
Llw Llw = 

Llw 

=2 1 sin (wmTr/2) 1 
=2 1 sin (1rfmTr) I ·  

I 
( 17 )  

Examination o f  this equation shows that, for 
low modulating frequencies and short ranges, the 
deviation in the receiver may be considerably less 
than that of the transmitter; however, for large 
values of the product fmTr the deviation in the 
receiver may exceed the deviation of the trans
mitter by a factor of 2. Figure 3-4 shows curves 
of 1 sin1rfmTr 1 versusfm for a radar with a maximum 
range of 130 nautical miles. Curves of Tr < Tr,max 
fall to the right of the curve 

Tr = Tr.max, 

so that the peaks of the sum of the curves com
pletely fill the area under the envelope curve. 
The maximum deviation in the receiver can be 
represented by the envelope which can be de-
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FIGURE 3-5.-Frequency deviation of transmitter VB. that 
of receiver. 

scribed analytically as follows : 

"" I ,  ( 18) 

In the log-log coor�inates used, the envelope 
consists of a straight line with + 1 slope inter
secting the point 

and a straight line with zero slope intersecting 
the same point. For the previous case of a radar 
with a maximum range of 130 nautical miles, the 
corner is at 

LlwILlw' = 0.5 
and 

1m = I/1rX I30 X I2.3 X 10-6 = 200. 

This curve is plotted in Figure 3-5 and gives the 
ratio of frequency deviation permissible on the 
transmitter to that in the receiver. 

The above discussion applies when the receiver
beating oscillator is phase-locked to the trans
mitter. However, when two stable oscillators are 
employed, the restrictions are that at all ranges 
the worst condition requires that the deviation 
allowed on either oscillator be only one-half the 
deviation allowed in the receiver IF signal. 



III 
Co "-(.) " 

Z 0 

31F 
� 
:; <I N  W 

� 0 
(0 

0 >-
31t=: u z 
<I N  W => 0 w a:: IL. I 

� « w a. 

" 
" " 
" 

1\ � INOEPENOEN� \ ( RECEIVED), ,/ 

\ (8 w' ) /' � �� 
\� V / MASTER 

/ OSCILLATOR 
\,.., ( �W) 

fm FREQUENCY ( c ps )  
FIGURE 3-6.-Composite stability requirements. 

26 SHORT-TERM FREQUENCY STABILITY 
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COMBINED STABILITY REQUIREMENTS 

The previous developments have indicated the
factors which must be considered in computing
the stability requirements for a PD radar. It is
desirable to determine how these different re
quirements combine to form a stability spectrum. 
Consider a long-range PD radar representing the
state of the art which must operate in a severe
clutter environment (see Reference 3) . The critical
items for this radar are : 

1 .  The cl}ltter rejection is to be 90 db within
500 cps of the main beam clutter. 

a: w a: 0 a: <t (.) 
I � -2O � �  I 
!i Q  -40 <t !c(  ID a: 
� -60 
VI 
Ii; a: -80 
ii: 

- '00 10 

!\ 
1\ 
\ 
\ \ - -

----- - -

MODULATING FREQUENCY ( cps)  

---

FIGURE 3-7.-Master oscillator stability requirements. 

2. The carrier 
restricted to 0. 1 

loss at low frequencies is to be 

3. 
db. 

The Doppler filters shall be two-pole Butter
worth 

4. 
with a bandwidth of 350 cps. 

130 
The maximum range of the radar is to be 

5. 
nautical miles. 
Sinusoidal 

85 
FM ranging is used with modulat

ing frequency cps, 
minimum range of 0.5 

deviation of 1000 cps, and 
nautical miles. 

The stability spectrum requirements of this 
PD radar are shown in Figure 3-6. Two curves 
are shown : one labeled "Independent," and the 
other "Master Oscillator." The independent 
curve represents the requirements of the signal 
in the receiver. The master oscillator requirement 
curve is obtaincd by multiplying 
curve by the curve of Figure 3-5, 

the independent 
except for the 

ranging frequency region which was derived in 
the section "Sinusoidal FM Requirements

The requirements indicated in Figure 3-6 
."  

make 
it clear that no single number or simple state
ment can be used to specify the stability require

 ments of a PD radar. 

 Since it is generally easier to measure the side

 band levels rather than the deviation, the master 
oscillator requirements can be expressed in terms 
of sideband levels. This is done by calculating the 

 sidebands obtained using the allowable deviation 

 curve of Figure 3-6. The result is shown in 

 Figure 3-7. 
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SYMBOLS 

c 
dl/dt 

velocity of light 

1m 
linear FM sweep rate 
modulating frequency (cps) 



/J.Jmin 
/J.Jr 

signal separation from clutter 

H(w) 
apparent Doppler shift 
power spectrum of low-frequency modula

tion and high-frequency deviation 
Bessel function of the first kind and nth 

order 
m fractional amplitude modulation 
mmax maximum AM modulation 

integer 0, etc, 
Doppler filter power input 
Doppler filter power output 
required sideband-to-carrier ratio 

r 
Sew
t 

) 
range to target 
frequency spectrum (radians/sec) 
time 

(3 
/J. 

filter bandwidth ( cps) 
detuning from the center frequency of a 

filter (cps) 

In(X) 
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1 ,  2, 

transmitted 
/J.w/wm 

frequency deviation ratio, 

{/ received frequency deviation ratio, /J.w' / Wm 
Tr radiation round-trip time 

AM modulation frequency (radians/sec)  
RF carrier frequency (radians/sec) 
Doppler shift ( radians/sec) 
translation (IF) frequency (radians/sec )  
local oscillator signal (radians/sec) 
modulating radian frequency 

WR , 
received frequency, RF (radians/sec) 

/J.w 
received frequency, IF (radians/sec) 
peak deviation of the transmitted carrier 

/J.W' 
(radians/sec) 

peak deviation of the received frequency, 
(radians/sec) 

transmitted frequency (radians/sec) 
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4. COHERENT RADAR FM NOISE LIMITATIONS 

D.  M. RADUZINER AND N. R. GILLESPIE 

Raytheon Company 

Wayland, Massachusetts 

The fundamental benefits of coherent radar are compromised by uncontrolled deviations in 
transmitted phase or frequency. An example illustrating the dependence of an adequate definition 
of short-term frequency stability on spectral content considerations is given, followed by a brief 
review of techniques employed to generate and measure short-term frequency stable sources for 
coherent radars. Illustrations are provided to compare the test data obtained from a klystron 
microwave exciter and an all solid-state microwave source which employs a piezoelectric crystal 
oscillator, transistor amplifiers, and Vllractor frequency multipliers. A practical problem is illustrated 
by experimental results obtained when the performance 
tion 

of the above microwave sources in a vibra
environment are compared. Finally, a brief comparison of the operation of two coherent radar 

processors in the presence, of unwanted FM discloses an interesting difference in clutter rejection 
degradation. 

Two important parameters which aid in a 
performance description of a coherent radar are 
clutter rejection and subclutter visibility. This paper 
will relate these parameters to the performance 
of practical STAble Master OScillators, often 
refetred to as stamos. Two basic means of gene
rating stable reference signals will be compared 
by describing their noise properities in both 
quiescent and vibrating enviroments. This will be 
followed by a general discussion of the effects of 
radar transmitter FM noise and the resultant 
changes in clutter rejection and subclutter visi
bility performance obtained with two Doppler 
processing circuits. 

The terms clutter rejection and subclutter 
visibility, as used in this paper, may be defined as 
follows (see Reference 1 )  : 

Clutter rejection is the measure of a system's 
ability to attenuate clutter below some specified 
level. It is usually defined as the maximum clutter 
amplitude which, after being attenuated, does not 
exceed this level. It is the ratio of the maximum 
clutter to receiver noise which can be rejected 
before crossing the specified threshold. 

Sub clutter visibility is a measure of a system's 
ability to detect weak moving targets in the 
presence of strong fixed clutter. It is specified as 
the maximum ratio of clutter to signal levels at 

which the signal is just discernible. In a pulse 
system, this ratio is measured for clutter and 
signal appearing in a single range gate while, in 
an unmodulated CW system, it must include the 
clutter return. from all ranges. 

Of course, signal detectability is always limited 
by llonclutter-related noise limits, and therefore 
a practical upper bound on subclutter visibility 
is determined by the clutter rejection ratio. 

A coherent radar derives its advantage with 
respect to moving target and clutter resolution by 
effective use of stored or controlled measures of 
the transmitted energy phase and frequency 
characteristics. Consequently, transmission of un
controlled or unstored modulations will deteriorate 
the clutter performance of the coherent system. 
The term "noise" may be used to identify all un
desirable modulations. 

Random or noncoherent noise will cause trans
mitter leakage or clutter returns to "jam" the 
receiver and reduce signal detectability. In other 
words, the subclutter visibility would be reduced. 
Simple CW systems encounter transmitter noise 
as a limiting factor in signal detectability, and 
consequently the distance at which a given target 
can be detected cannot be increased by simply 
increasing transmitter power. 

On the other hand, coherent noise, which may 
29 
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demonstrate their usefulness some aspects of 
coherent radar design. 

STABLE MICROWAVE SOURCES COMMONLY 

APPLIED TO COHERENT RADAR 

A microwave signal for coherent radar appli
cations must have microwave phase continuity 
from pulse-to-pulse or be a continuous single 
microwave tOile for a CW application. One com
mon generating technique uses a master oscillator 
and power amplifier transmitter chain. This sec
tion is limited to a discussion of radar master 
oscillators ; however, the same power sources could 
be applied to any application requiring stable 
microwave signals such as the local oscillator in a 
phase-lock communication system. 

Today there are a variety of sources without 
external stabilization circuitry which exhibit low 
spurious frequency modulation under quiescent 
laboratory conditions. 

Table 4-1 relates measurements of typical 
spurious FM levels achievable in the laboratory 
with well-smoothed dc power supplies to the 
following four types of unstabilized sources : 
triode, reflex klystron, two-cavity klystron, and 
an all-solid-state stamo. 

Because it is not as common in a power amp li-

1Il 

TABLE 4.1-Unstabilized Coherent Microwave Signal Source Characteristics· 

Typical values of FM noise measured in a 
l-kc band at fm = lO kc 

Source types 

af
(cps) 

,m, Both sidebands in db 
below carrier 

1. Triodes TRAK 2970 with GE 7486 Triode (C-band), Reference 3 _ _ _ _ _ ",,5 66 
2. Reflex klystron such as the X -13 __________ _ _ _ _ _ _ _ _ _ _ __ _ _ _ __ _ _ ____ _ 5 to 10 66 to 60 

3. N on-gridded 2-cavity klystron SOX-239 at X-band, 
2 

Reference 4 ____ _ _ _  _ 0.2 to 0.5 94 to 86 
4. All solid-state source at X-band, Reference _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ 

",,2 74 

·Note : The following definitions are used : 

Sid
PS8 
ebands in Terms of af and db Below Ca ri The relation between and the ratio between total sideband 

power 
as 

and carrier power Pc for a very small 
r er

index 
-

of modulation and single 
af,m. 

sinusoidal frequency modulation may 
be stated 

af, 

follows : 

P88/P, (db) = - 20 log]o  (jrn/a!,m.)' 
.. , in (l l-kc Band-This is the rms deviation of single sinusoidal frequency modulation at the center of a l-kc 

band that would equal the rms deviation of the total fre
a 
quency modulation of the actual signal (perhaps random noise) 

contained in the whole l-kc band. 

be characterized by the appearance of undesirable 
"lines" in the transmitter power spectrum, may 
cause transmitter leakage or clutter to be identified 
falsely as a moving target. Coherent noise there
fore reduces the clutter rejection capabilities of 
the system. 

Noise in the transmitted output may originate 
with the RF sourcc or in allY subsequent process
ing element. In general, noise sidebands about a 
desirable spectral line may be considered as the 
result of composite amplitude and angle (phase 
or frequency) modulations. These modulations or 
perturbations may be caused by both random 
and ordered processes. In a discussion of oscillator 
stability, the noise terms related to angle modula
tion are of particular interest. In fact, experience 
with coherent radars has shown that many clutter 
problems are due to unwanted FM of the trans
mitted energy. 

A definition of oscillator short-term stability 
should discuss the spectral content of the oscil
lator outp

FM 

ut in terms of FM noise deviations, 
to simplify relating the results of actual coherent 
radar noise measurements to oscillator sta
bility criteria which are useful in other areas of 
endeavor. 

This paper will discuss FM microwave sources 
and noise measurement techniques briefly and will 



XTL 
VHF osc. AMPL. 

CHAIN X BAND 

115v SOeps, 
0.3 amp 
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amplifier chain, and a series of varactor frequency 
multipliers as shown in Figure 4-1 .  Its frequency 
is deviable with 7 5  milliwatts output power, 
which is more than adequate to drive a multi
kilowatt, four-cavity power klystron amplifier. Its 
long-term frequency stability is better than one 
part in 106 per week, and it operates from a 
.50-volt dc power supply. A more detailed de
scription may be found in Reference 2. 

Lower FM noise klystron performance can be 
achieved when required by the coupling of a 
high-Q cavity to the stamo output. As much as 
20-db improvement in FM noise is readily achiev
able with a passively stabilized reflex klystron at 
the expense of at least lO-d.b output power. 

passive stabilization Therefore, this technique can 

fier driver transmitter chain as the other three 
types listed, a typical solid-state stable master 
oscillator is briefly described here. It consists of 
a VHF crystal oscillator, a power transistor 

TABLE 4-2.-A Comparison of Frequency Modulation Noise Measuring Techniques at X-Band* 

Practical FM sensitivity measured 
Minimum f", in a 1-kc band at fm = lO kc Practical AM 

Techniques detectable rejection 
for -60 db (db) 
sidebands f),,/rms Both sidebands in 

db 

Spectrum __ 

(cps) below carrier 

l.  analyzer 

2 Delay line analyzer 

___

(Figure 

_ __ _ _ _

4-2) 

_ _ _______ _ _

_ _ _ ______ 

10 kc is 

______

common 

_ _ _  

",, 10 60 None 

100 kc 
not 

I 
I 

",,

None (10 kc is None None 
detect-

able) 

3 Microwave discriminator, using direct Limited by ",, 1 ""SO 
video detection and video narrow-band ! 

",, 10 
video ana-

analyzer (Figure 4-3). lyzer at < 10 

I 

cps. 

4 Discriminator using sidestepped L.O., a < lO cps ""0.1 "" 100 ",, 10 
single IF channel, IF phase detection, 
and narrow-band analyzer (Figure 

_ __ _ _  - _ _  

4-4). 

5 Two-channel comparison using high-Q < 10 cps ____ _ _ _ _  

! 

""0.01 

I 

"" 120 

I 

"",30 
microwave bridge, L.O., two-channel 
IF mixing, IF phase comparison, and 
video narrow-band analyzer (Refer-
ence 5 and Figure 4-5). i 

-- � ---

I 
.--��-

I I 

*Definition of terms in Table 4-2 : 
fm :  frequency of modulation 

I 
Minimum fm detectable :  frequency of a -60 db sideband with minimum separation from the carrier that can be 

detected 
Sidebands in terms of t.f and db below carrier: See Table 4-1 

t.frm. in a 1-kc band: See Table 4-1 
Practical FM sensitivity and AM rejection: those values which can be achieved with reasonable care in tuning and 

adjustment; the thresholds of each equipment and the theoretical values are of course higher 

---- - - --.----�-.- --.�--
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TO DISPLAY 

FIGURE 4-2.-Delay line analyzer. 

be used only when the basic power source is much 
larger than required for the system application. 

Any of the sources listed above can employ FM 
noise degeneration (or active stabilization) by the 
addition of a sensitive FM discriminator and a 
degeneration amplifier to complete a negative 
feedback loop. The FM noise degeneration cir
cuitry is designed to have a gain and phase re
sponse consistent with the specific system re
quirements. With active degeneration, the lower 
noise limit is determined by the sensitivity of the 
discriminator. FM noise as low as 0.01 cps rms 
measured in a l-kc band is available by this 
technique in quiescent laboratory conditions 
(Reference 2) . An obvious disadvantage is the 
additional equipment complexity. 

LOW-NOISE MEASURING TECHNIQUES 

A brief outline of techniques used to measure 
the FM noise levels is presented in this section. 

Table 4-2 lists three FM noise measuring 
techniques and compares sensitivity in l-kc bands 
centered at 10 kc ; also listed are two techniques 
for spectral displays. With the spectral displays, 
each sideband is presented separately, and the 
angular and amplitude components cannot be 
separated. These two display techniques are useful 
for FM measurements only when the known 
amount of AM is well below the FM. Figures 
4-2, 4-3, 4-4, and 4-5 illustrate the basic con
figurations employed for the several techniques. 

Calibration of the noise measuring equipment 
is particularly important because of the pos-

sibility of experimental error. The test equip
ment sensitivity is determined by inserting a 
microwave signal with a known deviation and 
then measuring the test equipment response. 

One common technique for establishing a known 
deviation is to frequency-modulate the carrier 
with a single sinusoid at a known frequency and 
null the carrier or one of the sidebands by ob
serving the output on a spectrum analyzer. From 
the known Bessel function relations, the peak 
deviation can be calculated. Care must be taken 
in this step that no other significant modulations 
are present and that the modulation is being 
applied linearly. The presence of harmonics of 
fm will cause the carrier null to occur at a different 
modulation level. 

Once null is established , the modulation is 
attenuated to a level that will not saturate the 
test equipment and that will insure a linear test 
equipment response. This level, however, must 
be at least 20 db above the spurious FM noise 
to assure that measurement error will be less 
than the inherent error in the test equipment. 
Test equipment sensitivity is now measured 
tuning the narrow-band analyzer to the deli be
rate fm. 

The spurious AM noise level must be measured 
to verify that it is 20 db below the spurious FM 
noise level. The AM noise may be permitted to 
be higher in direct proportion to the AM rejection 
provided by the test equipment. 

In using a discriminator with direct video de
tection, caution must be exercised to distinguish 
between low-frequency source noise and l/f 

AM 
DETECTOR 

VIDEO 

ADJUSTABLE 
SHORT 

(NOTE: 5.., Volume J 1 
Radlatloft Laboratory Sede. 
McGraw-Hill, N. Y. 
p. bl.) 

FIGURE 4-3.-Microwavc discriminator using direct video 
detection and narrow-band analyzer. 



FIGURE 4-4.-Discriminator using side-stepped local oscil
lator (L.O.), single IF channel, IF phase detector, and 
wave analyzer. 
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x 

crystal noise. Reference 6 discusses crystal noise 
at low frequencies. 

A novel de offset method of FM measurement 
calibration has become practical with the solid
state multiplier source. The method is practical 
because of the inherently high degree of stability 
of the source. Stability of one part in 108 is re
quired over a I-minute period. The dc offset 
method has been checked against the carrier null 
technique to within ±O.5 db, which is well 
within the experimental 
shown in Figure 4-6. 

error. The test setup is 
The procedure is given 

below : 

1 .  Using a dc bias, push the XTL OSC fre
quency from 

fo to fo+ ( t:.f/V2X) 

using the VHF counter for frequency meas
urement. 

2. Set the meter to full scale ; then remove dc 
pushing bias. 

FIGURE 4-5.-Two-channel comparison using L.O., two
channel IF, IF phase detector, and wave analyzer 
(Reference 5) . 

3. Modulate with fm to swing the meter to 

4. 
full scale. 
The resultant t:.f now equals the desired 
peak deviation. 

The symbols are defined as : 

fo base oscillator frequency, 
X mUltiplication factor of the varactor mul-

tipliers, 
t:.j desired peak deviation at output, 
fm desired modulating frequency. 

Advantages to this method are that a micro
wave spectrum analyzer is not required and that 
fm is not limited by the resolution of the micro
wave analyzer. However, the discriminator and 

INPUT CIRCUIT RESPONSE c:::::J::::iLAT 
DC fm 

� DC fm 
FLAT RESPONSES 

FIGURE �.-Test setup for dc offset calibration of FM 
discriminator. 

oscillator modulation circuit each must have 
a flat response from the calibrating frequency to 
de. Two advantages for some solid-state sources 
with limited power output and limited linear 
pushing range are that a very low t:.f can be used 
for a calibration level and that a lossy external 
modulator is not required. 

MICROWAVE SOURCES UNDER VIBRATION 

In radar systems required to function in a 
vibration environment, the stable microwave 
source must be chosen so that the noise generated 
under vibration is low enough to cause no de
gradation of system performance beyond the de
sign objectives. However, it is the nature of most 
microwave sources to produce additional noise 
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arc not given for this measure in Reference 4; however, 
similar measurements in a 7-eps BW give about the 
same results. )  

34 SHORT-TERM FREQUENCY STABILITY 

CJ 

� v  

sidebands when mechanically excited . Two ob
vious choices are : 

1 .  Isolate the microwave source from mechani
cal exeitation. 

2. Heduce the sensitivity of the microwave 
source to mechanical excitation . 

MedulIlieal isolation often is used , and active 
degeneration also is common. However, aetive 
degeneration is limited by the vibration sensi
tivity of the required discriminator. The ideal 
s01utioll would be the development of a micro
wave source that has sueh low vibration sensitivity 
that it requires no special mechanical isolation 
or degcneratioll .  

For purposcs o f  diseussion, PI'IUWI'Y vibration 

lJensitil'ity may be defined as the effedive value 
( rms) of deviation at the vibration frequen(�y or 
its harmoni(,s, which are produced by a I -g 
aecelf'ration of the sp<'ciment undC'r test. l\lodula
tion of the source at any frequency other than 
the frcq\ll�ncy of vibration and its harmonics is 
detinpd as secondary 

Consid('rahk dpve\opment 
sCllsitivity. 

effort has he(m ex
pended ill n'('pnt years to aehieve a low-noise 
11I lstabilizp<! mi('rowave source that also has low 
primar}" and se('ondary vibration sl'llsitivity. 
Data Wert' pn'sented in Hden'lu'e 4 for such a 
tu\)(' II l ld!'r 

klys
vihration (a tunable nOI l-gridckd two

cavity twlI os(�illator, SO X-2;�n) .  TIll' data 
an' rqwatpd ill FiguI"<' 4-7 for rd('J'('IH'e purpOSP8. 

An all-solid-state microwave source similar to a 
unit being developed for a communication system, 
in cooperation with the Haytheon Communica
tion and Data Processing Operation, was sub
jected to vibration. The resulting primary sensi
tivity data are plotted against 1m in Figure 4 7 
as deviation in 7-eps or l-kc bands for comparison 

-

with the SOX-2:1!} data. The original solid-state
source quiescent data were taken in bandwidths 
smaller than 
noise 

1 kc- . I Iowevpr, \)('('ause the resulting 
was observed to he of a random nature, a 

bandwidth conversion of the data to facilitate 
comparisons with the previously existing l -kc 
SOX-23!) quieseent lloise data introduces errors 
that are less than the experimental error. Noise 
measuring equipment similar to that shown in 
Figure 4-:) was used for measuring the charae
teristics of the solid-state SOllr<'C. 

For bandwidth conversion with random noise, 

where I" is the deviation of the noise frequency 
modulation measured in a bandwidth u .  

Test results indicate that the rise in  FM noise 
due to primary vibration sensitivity of the solid
state stamo is about 30 db for a l-g peak ac
celeration. The FM noise rise from a special 
klystron source (designed specifically for low
vibration sensitivity) assuming I -cps rms quies
cent noise, is about 

Heference did not 
GO d h for the same excitation. 

4 report quil'scl'nt noise below 
1 ke ; however, tests at Raytheon on two-cavity 
oscillators indicate noise dose to the carrier 
ranges from about 0.5 to 1 .5 (�PS rms as measured 
in 7 -cps bands. 

Seeondary vibration sensitivity tpsts of til(' 
solid-state source have shown no increase in noise 
output at frequpncil's othpr than the primary 
vibration frequenc·ies and its harmonies. 

The advent of solid-state multiplying soun�es 
of RF energy, su('h as thosl' cil'velopl'd by Hay
theon, signifies a new vibration-resistant per
forman('e level for applications in mechanical 01' 
acoustical high noist' environments. 

RADAR PERFORMANCE VS. SPECTRAL CONTENT 

As mentiolled pr('viously. sp('( ' i fications for the 
noise performance of a stamo or power amplifier 
an' depPIHiPnt on til<' spectral content of the RF 
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output. A common technique for identifying the 
FM components was used in Table 4-1 ; this 
technique consists of obtaining a measure of the 
equivalent FM deviation of the source in a 
specified bandwidth centered on a modulating 
frequency of interest. The usefulness of this 
measure with respect to exact radar performance 
predictions is in part dependent on the radar 
data processing circuit design. 

Consider the two pulse Doppler radar data 
processors shown in Figures 4-8 and 4-9. The 
automatic target detector shown in these figures 
may be described either as a contiguous filter 
CF AR (Constant False Alarm Rate) detector or 
as a real-time spectrum analyzer with automatic 
threshold detectors associated with contiguous 
Doppler "bins."  After range gating, if applicable, 
and clutter rejection filtering to reject slow
moving target returns with Doppler frequencies 
below those of interest, the Doppler audio is 
analyzed by the target detector. Ideally, clutter 
returns will not contain enough energy in the 
Doppler passbands to compete with either "front-

SECOND LOCAL OSC. 
AT fIFI - hF2 

SIGNAL AT r--rF' + 
fIF + fD � 

NOTES: 
1 .  BRF, Band Reject Fi lter, is 

chosen to reject return 
frequencies closer to f IF2 
than the minimum Doppler 
frequency of interest FOrnin 

2. BPF I Band Pass Filters, are 
contiguous and taken together 
pass a II frequenc i es from 
f ,F, - I fomax I to f ,F, + I fOmaxl 
but those between flf2- 1 fDminl 
and f IF, + I FOmin l 

3. LPF, Low Pass Fi lters, are 
selected for optimum post
detection integration 

FIGURE 4-8.-Automatic target detector. 

IF REFERENCE 
AT fIF 

NOTES: 
1 .  HPF I High Pass Fi lter, selected 

to reject frequencies below min
imum Doppler frequency, fOmin 

2 .  BPF , Band Pass Filters, are con
tiguous and cover frequenc ies 
from 200 kc + f Dmin to 200 kc 
+ f Dmax 

3 .  lPF, low Pass Filters, are se
lected for optimum post-detection 
integration. 

FIGURE 4-9.-Automatic target detector with folded 
Doppler processing. 

end" noise or any possible moving target returns. 
On the other hand, a moving target will cause 
energy to appear in one or two contiguous filters 
in the Doppler passband and, after detection and 
comparison with a threshold, will "ring" a target 
alarm. 

The effect of transmitter output frequency 
modulation by a single "unwanted" sinusoid is 
completely different for the two data processors 
shown. For low-modulation indices, the wave
form of the return from stationary clutter or of 
transmitter 

= 

leakage into the receiver may be ex
pressed as follows (Reference 7) : 

x (t) Real I exp ( jwet) [1 - !/3 exp ( -jwmt) 
+!/3 exp ( jwmt) J l  ( 1 ) 

for /3«71/2 (low-modulation index) , where 

We transmitted carrier frequency, 

Wm frequency of modulation. 

For the circuitry shown in Figure 4-8, the suc
cessive heterodyne operations may be inter
preted as translations of We down to a value of 
271JIFI and then to 27f!IF2' Examination of the 
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above equation will show energy at the following 
frequencies : 

and 

If 

then the automatic target detector will respond 
to the energy at both IfF+lm and IfF -1m ; and a 
false alarm will result. In accordance with the 
definitions discussed in the introduction, poor 
clutter rejection can result from the "unwanted" 
frequency modulation of the transmitted energy. 

The circuitry shown in Figure 4-9 will behave 
in a different manner, as shown by the following 
argument. The synchronous detection of the IF 
amplifier output by the IF reference signal is 
tantamount to heterodyning to a second IF of 
zero frequency. However, the translation of the 
carrier term, We in the previous equation, to zero 
results in the following waveform at the input to 
the high-pass filter (HPF) . 

y (t) = x(t) = Real { exp ( j[Ot+pJ) 

X 

L i

[1

mwc-O 

- !iJ exp ( -jwmt) +!iJ exp ( jwmt) J l , (2) 

where q, is the phase angle between the signal at 
freq. IfF and the reference oscillator at /rF' When 
q, = 0, 

yet )  = 1 - !iJ coswmt+!iJ coswmt (3) 
<1>-0 

and y(t) = 1 .  Therefore, the spurious sidebands 
cancel and only a non-fluctuating (dc) term 
representing the carrier remains when q, is zero . 
When q, = 7r/2, 

y (t) = Real { exp ( j7r/2) [1 - !iJ exp ( -jwmt) 

+ !iJ exp ( jwmt)  J l ,  

<1>-,,/
y (t) 

2 
= 13  sinwmt. (4) 

Therefore, the sidebands reinforce and no carrier 
term remains if the reference oscillator is in 
quadrature with the carrier (q, = 7r /2) . ThcrcfOl"e, 
the sidebands due to single sinusoidal frequclH�y 
modulation may cancel in the processing eireuitry 
for a folded Doppler processor. The following 

statements can be shown to be valid for in-phase 
synchronous detection : 

Single sinusoid frequency modulation of any 
deviation will cancel in an ideal processing 
circuit of a folded Doppler or zero fre
quency second IF processor. 

2. Complex frequency modulations with very 
low modulation indices will cancel in an 
ideal processi;lg circuit of a folded Dop
pler or zero frequency second IF processor. 

Of course, the cancellation will disappear with 
movement of the clutter target with respect to 
the radar .  

In general, the probability density characteristic 
for the phase between a stationary clutter return 
and the synchronous detector reference oscillator 
signal is rectangular. However, the appearance 
of maximum clutter return on the displayed bi
polar video always will be accompanied by maxi
mum cancellation of transmitted FM sidebands. 

An analysis of the effects of amplitude modula
tion on a folded Doppler data processor will 
show that the reverse situation applies and that 
maximum clutter video is accompanied by in
phase addition of the sidebands. 

Coherent radar designs must reject moving clut
ter, and consequently the character of uninten
tional frequency modulations must be closely mon
itored during radar development and test. 

When unwanted modulations are very complex 
or perhaps random, large numbers (perhaps all) 
of the contiguous filters in both of the previously 
discussed automatic target detectors will contain 
extra energy. The real target detection sensitivity 
of the circuitry therefore will be redueed and be
come a function of the clutter or transmitter 
feedthrough levels. Subclutter visibility, therefore, 
is directly related to the level of unwanted wide
band modulations of the radar stamo or RF power 
amplifier. 

The testing of coherent radar systems often is 
condueted at stationary facilities using the local 
environment as the test clutter for elutter rejeetion 
measurements. The return from the largest clutter 
appearing on a bipolar display is examined fOl" 
alarm activity. All appreciation of the FM can
celling effeets possible with a folded Doppler 
system may explain discrepancies in measured 
clutter rejection levels on a day-to-day or mo-

1 .  
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ment-to-moment basis. Wind at velocities much 
lower than the desired minimum target velocity 
may cause movement of the clutter reflectors 
(trees, waves, etc.)  and reduce the degree of 
transmitted FM sideband cancellation obtained. 
If the unintentional modulation peaks in one of 
the alarm filters, false alarms on the clutter 
return will result. 

The use of FM measuring techniques to deter
mine coherent radar performance is valid and, 
under special circumstances, may be considered 
conservative in that the clutter rejection per
formance actually obtained may be better than 
that predicted on the basis of spectral energy 
content alone. 

Upper tolerances on FM noise are determined 
by the clutter rejection and sub clutter visibility 
performance desired and the sensitivity of the 
target detection circuitry. The following example 
may be eonsidered as representative of one class 
of coherent radars : 

System Requirements-

Clutter rejection = 100 db 

(for P(alarm) = 0 .5) 
Subelutter visibility = 70 db 

(for PD = 0.5) 
(and PFA = 10-6) 

Considering an ideal version of the signal 
processor shown in Figure 4-8 (or Figure 4-9 
with slowly moving clutter) ,  an assumption is 
made that the filter characteristics are rectangular 
and that the hard limiter has infinite gain. This 
latter assumption will guarantee that the hard 
limiter output power will remain essentially con
stant even with severe clutter limiting and "front
end" noise suppression in the preceding IF cir
cuitry. 

To achieve a probability of detection of 0.5 
and a false alarm probability of 10-6 with a non
fluctuating signal requires a signal-to-noise ratio 
at the threshold detector of about + 1 1  db (see 
Reference 8) . The signal-to-noise ratio in the 
receiver (first IF amplifier) passband which corre
sponds to this level may be in 

70 
the order of - 10 db. 

Subclutter visibility of db for this processor 
therefore requires that non coherent sideband 

energy in the receiver passband at least db 
down from the carrier energy. 

On the other hand, clutter rejection of 100 db 
requires that coherent sidebands (signals in a 
single CFAR filter) be greater than 1 10 db below 
the carrier energy. 

In this example, ideal worse-case sorts of FM 
noise were postulated by considering the effect 
of band-limited "white" noise on subclutt{)r visi
bility and the effect of narrow-band coherent 
noise on clutter rejection. Actual "non-white" 
random noise or multiple frequency coherent noise 
will cause intermediate results. 

In the real world of nonideal circuitry, other 
problems such as internal data processor noise 
also must be considered and conquered. 

CONCLUSIONS 

The frequency stability of a radar master oscil
lator may be expressed in terms of equivalent 
frequency modulation deviations in specified band
widths or as the db ratio between specific side
bands and the carrier. With the normally low 
unintentional modulation levels encountered, a 
sophisticated monitoring technique or the com
plete radar system is required to determine 
whether satisfactory radar clutter performance 
can be achieved. A simple dc offset technique for 
calibrating the frequency deviation measurement 
instrumentation used with a solid-state stamo 
multiplier chain has been discussed. The use of 
solid-state oscillator-multiplier chains as sources 
of RF energy has allowed a large reduction in 
unintentional noise created by a vibrating en
vironment ; and eonsequently a restriction on the 
maximum clutter rejection achievable from a 
moving, vibrating radar platform is relaxed. 
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5. SATELLITE RANGE AND TRACKING 
ACCURACY AS A FUNCTION OF 

OSCILLATOR STABILITY 

J. J. CALDWELL, JR. 

TRW Systems* 

Redondo Beach, California 

Guidance, tracking, and communication requirements of earth satellites and space systems often 
demand high-stability oscillators. Some system types need high-order short-term, yet modest long
term, stability. In other systems emphasis must be placed on long-term stability with short-term 
stability playing a minor role. Under other circumstances stability over a wide range of observa
tion periods must be considered. Systems of each type are briefly examined, and the effect of oscil
lator stability on system performance is discussed. 

Oscillators arc used in spacecraft for a variety 
of purposes, such as rangc and rangc-rate measure
ments for orbit determination, timing for telem
etry systems, etc. Emphasis is on system sim
plicity, reliability, minimizing weight, and power 
consumption. Functions performed on the space
craft are minimizcd at thc expensc of thosc which 
can be kept on the ground. 

Cataloging of oscillators for spacecraft is diffi
cult becausc the requircments arc mission-de
pendent, a large variety of missions exists, and 
the developmcnt of the art is rapid . Oscillators 
for many (if not most) spacecraft uses are proved 
in thc circuitry by opcrational tcsts and are not 
fully specified in purchasc specifications. 

Figure 5-1 shows the requirements for several 
systems. Thc system clock for OGO, POGO, 
EGO utilizcs a 25G-kc GT cut crystal operatcd 
in thc environmcnt of thc spacccraft without the 
benefit of an ovcn. Stability of 10-5 is required 
ovcr the expectcd - 14°  to +45°C temperature 
rangc. Stability of 10-6 for 1 hour is required over 
a ± 1 °C rangc expected in the spacccraft during 
this period . Stability for periods shorter than 1 
hour is unspecified. 

Thc requircments for OMEGA (References 1 
and 2) , a Navy VLF navigation system, were 
placcd on this figurc for comparison purposes 

* Formerly TRW Space Technology Laboratories, Inc. 
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only. Recalibration IS planned at 24-hour in
tervals. 

The requiremcnts labclcd "Red Shift Experi
ment" in Figure 5-1 wcrc purposcly made lenient 
by thc authors (Badessa, Kent, Howell, and 

10-5 
10-6 

OGO SYSTEM CLOCK 

§ 10-1 
10-8 RED SHIFT 

iii EXPERIMENT 
� 10-9 (BADESSA-) 
If) 
It: 10-10 ATSR 0 
� 10-1 1  ..J ..J 
(3 10-12 If) 0 

10-13 
lerl4 

10-4 10-2 102 104 106 loB 
T ( sec) 

FIGURE 5-1.-0scillator stability requirements for three 
satellite systems and a VLl<' navigation system. 

Searle-Refcrcnce 3) to emphasize that measurc
ments neccssary to detcrmine thc altitudc-dc
pendcnce of thc gravitational red shift could be 
madc with oscillators available in 1959. Thc 
proposed expcrimcnt utilizcd mcasurcmcnts madc 
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FIGURE 5-2.-The Syncom beacon Doppler measurement 
system. 
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l 

on many satellite passes to minimize stability 
requirements of the oscillator in the satellite. 

The line (Figure 5-1 ) marked ATSR repre
sents the stability requirement of the master 
oscillator, located in ground equipment, for the 
Advanced Technical Satellite. The target ac
curacy for the range rate for this system is 0.01 
meter/second. Requirements on the oscillator in 
the satellite are minimized by the use of a beacon 
system. 

Figure 5-2 shows a block diagram of a beacon 
system as used in Syncom. The signal transmitted 
to the satellite is offset in frequency by a local 
oscillator in the satellite prior to retransmission. 
The oscillator output also is transmitted to the 
ground and is used in processing the received 
Doppler signal to remove long-term frequency 
shift and short-time fluctuations within loop 
capabilities. The advantage of transmitting the 
L.O. signal to the ground is that it allows the L.O. 
to be of poorer quality than would otherwise 
be necessary. For this technique to be effeetive, 
it is necessary that the phase-lock loops in the 
ground receivers be capable of following accurately 
the received signal fluctuations. Since the loop 
bandwidths arc determined by other considera
tions, a limit must be imposed on the noise in
troduced by the L.O. and by other system 
oscillators. 

The transmitter os('illator must meet tIl!' sta
bility requin'ments imposed by range-ratp ac
curacy requirements. Range measurements, made 

on side tones, place less severe requirements on 
transmitter oscillator stability. 

An examination of the block diagram will show 
that both short- and long-term changes of the 
satellite local oscillation are completely cancelled 
out if the transit time for the beacon frequency 
and the offset frequency are equal and if the 
receiver loops track perfectly. However, each loop 
has a tracking error which is influenced by the 
satellite L.O. as well as by the phase-lock loop 
oscillators in each receiver. 

Requirements on each of the oscillators can be 
estimated by an analysis of the entire system, 
assigning an error budget to each error source 
on the basis of achievability and available methods 
of calculating the individual errors. The satellite 
local oscillator, being in a hostile environment, 
might for instance be assigned a principal portion 
of the error budget. 

PHASE-LOCK LOOP REQUIREMENTS 

Oscillator noise introduces a tracking error into 
the second-{)rder phase-lock loop of the receiver. 
Following the method of Develet (Reference 4) , 
an estimate of the required equivalent coherence 
time of the several oscillators can be made. A 
stability requirement for the satellite local oscil
lator can now be determined under the assump
tion that it is the principal noise contributor. 

Oscillator stability requirements for the phase
lock loop-assuming white-noise spectrum-are, 
according to Develet, 

s =  ( 2e/Wo) U'W,,/p) J/2, 

where 

e = allowable tracking error ( radians) , 
Wo = frequency (radians/see) , 
W" 

� 

= noise bandwidth (radians/sec) ,  
p 

= 

= time for measurement of ;:; (sec) , 
loop damping factor. 

100 
Phase-lock loops for earth satellites arc typically 

cps for the main receiver tracking loop and 
perhaps 1 cps for a tone filter loop. Allowable 
tracking errors, determined by many factors, 
range from 0.1 to 0.01 radian. Stability require
ments for phase-lock loop oscillators arc typically 
2X 10-8 to 1 X 10-1 1  for periods of 0.01 to 1 second. 
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Third-overtone mode crystals are customarily 
used because of the requirement for a large pulling 
range. Performance of the crystal in the phase
lock loop is considerably better than Develet's 
expression would indicate. 

TRANSMITTER OSCILLA TOR STABILITIES 

Consider the requirements which might be 
imposed on the transmitter o�illator of Figure 
5-2. The transmitter is located on the ground, 
subject to a gentle environment ; and it is reason
able to design so that its contribution to error is 
small compared with contributions from other 
sources. Develet (Reference 5) has shown that
for a system (Figure 5-2) where a frequency is 
generated, transmitted, coherently transponded, 
received, detected against the transmitted signal 
to yield the Doppler frequency, and the Doppler 
frequency measured by counting cycles (Figure 
5-3) for a known time interval-the oscillator 
stability required is given by 

S =  ( T/CR) I/2f, = (2T/T) I/2 (f,/C) , 

0 <  (T/T) < 1 ,  

S = 2 (f,/C) , 1::;  (T/T) < 00 , 

where 

S = oscillator stability for period T, 
C = velocity of propagation, 
T = propagation time, 
T = cycle counting period, 
R = range, 
f, = range-rate error due to oscillator nOIse. 

Assume that a system requirement is 0.01 
meter/sec range-rate accuracy. Assign an error 

-9 10 ,---,.---...----r----.,-----, 

T=T , R=50,OOO 
RUBIDIUM FREQ. STD.---'"" n . m i le s  10-12 '--__ """'---__ -'-__ ----'---" __ "'--__ -1 

10-4 10 

T ( s e c )  
FIGURE 5-4.-Transmitter stability requirements assum

ing range-rate error of 0.001 meter Isec contributed by 
white-noise oscillator. 

budget of 10 percent to the transmitter oscillator 
stability. The stability requirements for 0.001 
meter/sec range-rate error are shown in Figure 5-4 
as a function of counting period. The line marked 
T =T  represents the stability requirement for a 
counting period equal to the transit time. The 
counting period for most 
measurements is 0.2 to 4 

earth satellite range-rate 
seconds-long enough 

to get good averaging, short enough to avoid 
errors from satellite acceleration. Note that, 
particularly for short ranges, limiting the range
rate error from this source to 0.001 m/sec places 
severe requirements on the transmitter oscillator 
stability. 
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6. SHORT-TERM STABILITY REQUIREMENTS 
FOR DEEP SPACE TRACKING AND 

COMMUNICATIONS SYSTEMS* 

R. L. SYDNOR 

Jet Propulsion Laboratory 

California Institute of Technology 

Pasadena, California 

The use of phase-locked receivers in unmanned deep space exploration requires a high degree 
of phase stability in the transmitter and receivers used in the Deep Space Network. Present require
ments are based on available transmitter power, receiver noise temperature and range of planned 
targets, as well as required accuracy of measurements. The requirements are for the system phase 
noise, as measured in a double-sided noise bandwidth of 5 cps, to be less than 0.2 radian rrns at 
S-band. The actual performance of an operational S-band system has been measured as less than 
0.05 radian rrns. Requirements and performance of a developmental X-band system are described. 

Correlation techniques using a digital data handling system on line have been used for extreme 
range experiments. This system is used for planetary and lunar mapping experiments and is ap
plicable to extreme range, low-bit-rate telemetry and communications. The requirements on this 
system are the same 
quencies 

as for the phase-locked system with the additional requirement that the fre
be continuously variable and controlled to an accuracy of 1 X 10-10 and a stability of 

1 X 1O-11 for a 4-second averaging period. 
Several methods of measuring short-term stability are used , depending on the final require

ments of the system and the use to which the system will be placed. These methods are discussed 
in detail, and representative data are presented. 

Tracking of unmanned deep space probes and 
communications with these probes is performed by 
the NASA Deep Space Instrumentation Facility 
(DSIF) , managed by the Jet Propulsion Labor
atory. The DSIF is a precision tracking and data 
acquisition network which is designed to track, 
command, and receive data from deep space 
probes. It utilizes large antennas, low-noise phase
lock receiving systems, and high power trans
mitters at stations positioned approximately 120 
degrees around the earth. Its policy is to con
tinuously conduct research and development of 
new components and systems and to engineer 
them into the DSIF so as to maintain con
tinuously a state-of-the-art capability. 

"This paper presents results of one phase of research 
carried out at the Jet Propulsion Laboratory, California 
Institute of Technology, under Contract No. NAS 7-100, 
sponsored by the National Aeronautics and Space Ad
ministration. 
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DESCRIPTION OF DEEP SPACE 

COMMUNICATION SYSTEMS 

Normal communication with a spacecraft is 
depicted in Figure 6-1 .  The ground transmitter
exciter is shown in Figure 6-2. The required sub
multiple of the transmitter frequency is synthe
sized from the station atomic frequency standard. 
This frequency is passed through a narrow-band 
phase-locked loop which serves to filter out any of 
the spurious signals remaining from the synthesis 
process and to produce a signal which has the 
short-term stability of the specially designed 
crystal oscillator and the long-term stability of the 
atomic standard. This output signal is multiplied 
to the required transmitter frequency and ampli
fied to the full lO-kw output for transmission to 
the spacecraft. Communication to the space
craft is achieved by means of phase modulation of 
the low-level signal before the final amplifier. 

PREC> i)]SG PAGE BLANK NOT FIIJlB) 
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FIGURE 6-1.-8pacecraft communication system. 

UENCY STABILITY 

This communication is in the form of commands 
for the spacecraft, or ranging codes. 

The spacecraft transponder is shown in Figure 
6-3. The phase-locked receiver produces several 
outputs : (1)  a submultiple (l/n2) of the received 
signal for driving the spacecraft transmitter, 
(2) demodulated commands to the spacecraft, and 
(3) demodulated ranging codes. 

The l/n2 submultiple of the received signal is 
multiplied by n3, amplified, and transmitted back 
to the ground. The ranging code is used to re
modulate the transmitted signal as are the data 
signals from the spacecraft. The signal-to-noise 
ratio in the spacecraft receiver is high because of 
the high antenna gains both on the spacecraft 
and the ground and because of the high power 
output of the ground transmitter. 

The ground receiver is shown in Figure 6-4. 
The receiver is a phase-locked loop and has de-

ATOMIC 
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FREQ. PHASE- PHASE 

SYNTH. LOCK MOD. 
LOOP 

FINAL 
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FREQ. 
MULT. 

COMMUNICATION TO 
SPACE CRAFT, COMMANDS, 

RANGING CODE 

FIGURE 6-2.-Ground transmitter. 
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---: 

I-
DATA AND 
COMMUNI
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FIGURE 6-3.-Spacecraft receiver/transmitter. 

modulators for extracting the modulation on the 
received carrier. The recovered ranging modu
lation is compared with the modulation im
pressed on the signal transmitted from the 
ground, and the data modulation is decoded to 
complete the communication link with the space
craft. Because of the power limitations in the 
spacecraft and the resulting low power output of 
the spacecraft transmitter, the bandwidth of the 
ground receiver is very narrow to maintain as 
high a signal-to-noise ratio in the receiver as is 
possible, commensurate with required tracking 
rates. 

PHASE NOISE REQUIREMENTS FOR 

SEVERAL SYSTEMS 

The short-term stability of the ground trans
mitter is made very high in the above system by 
means of a high-quality crystal oscillator. Since 
the signal-to-noise ratio in the spacecraft receiver 

FIGURE 6-4.-Ground receiver. 



o f-------
-10 

:g -20 
-..::. 
� -30 :J: --

.01 

H(s) - I + T2S T/$Z I + T2S + -r 

0.1 1.0 
f / BL -

FIGURE 6-5.-Phase-Iocked loop frequency response. 

10 

REQUIREMENTS FOR DEEP SPACE TRACKING 45 

is high and the bandwidth is large (compared with 
the ground receiver) , the deterioration of the 
phase noise of the signal due to the spacecraft is 
negligible. The only effect the spacecraft has is to 
shift the frequency from input to output by the 
factor na/n2. The phase noise observed in the ground 
receiver is then due to the instability of the ground 
transmitter oscillator, the instability of the ground 
receiver oscillator, and any thermal noise introduced 
at the receiver input. This statement is mlj.de under 
the assumption that none of the other parts of the 
system contributes significant amounts of phase 
noise. Extensive measurements over a period of 
many years with all the systems used to date 
indicate that this assumption is justified, since the 
total contribution due to these sources is no higher 
than 10 percent of that due to the oscillators. 

The usual specification on phase noise is that 
\ 

it 
be low enough to degrade the system threshold a 
negligible amount. Threshold of the receiver is 
defined as the signal level at which the phase noise 
reaches 1 radian rms. The oscillator contribution 
is usually specified as some fraction of 1 radian 
rms at strong sil5nal at a prescribed receiver 
bandwidth. The transfer function of the receiver 
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FIGURE 6-6.-Phase-Iocked loop frequency response. 
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at its design bandwidth is given by 

(1 ) 

this is plotted in Figure 6-5. 
It is seen that the system is of second order with 

a damping factor of 0.7. The double-sided noise 
bandwidth of this system is given by 

(2) 
The response of the loop is usually measured at the 
error point in the servo system. The transfer 
function measured at this point is given by 

H s !(S2T 2) 1 - ( 2 . ) 
1 + ST +!(S2T 2) , 2 2

this function is plotted in Figure 6-6. 
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Measured phase noise versus loop noise band
width for several different types of oscillators is 
shown in Figure 6-7. Several things may be noted 
from this figure : first, the characteristic 1 /2B 
dependence of phase noise on bandwidth pre

L 

dictable from the thermal noise characteristics 
predominates (Reference 1) ; second, the gradual 
improvement with time may be noted from curve 
(D)-an early vacuum-tube oscillator circa 1958, 
and from curves (E) and (B)-a late model trans
istorized high-Q oscillator circa 1964. 

PLANETARY RADA R SYSTEMS 

An S-band system for use in planetary/lunar 
radar experiments was designed and built. in 1962. 
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TABLE 6-1 

Characteristic Specification Performance 

Phase stability <1 rad rms <0 .05 rad rms 
(2BL = 5  cps) 

Frequency stability : 
10 hr 1 X 10-9 <5XI0-11 

10 min 1 XlO-1o <5 X 1O-1l 

Tuning accuracy - 1 . 3 X 10-10 1 X 10-9 continuously (4 sec gate time) 

Spectral purity 1 X 10- 0 9 over tuning range 1 . 5  X 10-1

Tuning range ±1 .5  months of conjunction with Venus ±6 months 
(±l X 10-4) (±5XlO-4) 

------�.-------------------- -------�-- --

The specifications on this system and measured 
performance are presented in Table 6-1 .  

The phase stability of  this system is the same 
as the value obtained from curve (E) in Figure 6-7 
and is almost entirely due to the oscillators used 
in the receiver and transmitter. The lO-hour and 
lO-minute frequency stabilities are due to the 
station atomic frequency standard, a rubidium
vapor frequency standard. Tuning accuracy is 
measured as the error in the servo loop which 
slaves the output frequency of the local oscil
lator to a punched paper tape of Doppler fre
quency computed from the planet ephemeris. A 
diagram of the tuning servo on the latest system is 
shown in Figure 6-8. This particular arrangement 
is used to obtain the frequency stability and ac-

31.44 
Me/s 

I Me/s 

TAPE OF 
EPHEMERIS 

-- DERIVED '-----' DOPPLER 

FIGURE 6-S.--Progmmmcu local oscillator for planctary 

radar. 

curacy required without degrading the phase 
noise of the basic oscillators or the long-term 
stability of the frequency 

(VeO) 
reference. The voltage

controlled oscillator only covers enough of 
a frequency range to follow the Doppler variation 
for 1 day. This range is changed each day by 
changing the output frequency of the frequency 
synthesizer. The counter operates on a 4-second 
gate time for ±O.25 cps resolution (± 1 X 10-1°) . 
The error is due to the ± 1 count ambiguity of the 
counter, round-off errors in the Doppler tape, and 
instability of the 475 kc/sec yeo. Since the ± 1 
count ambiguity in the counter is ± 1 X 10-10 of 
the output frequency and the measured per
formance is 1 .3  X 10-10 rms, it is obvious that the 
stability of the veo represents only a small 
portion of the error. However, since 1 X 10-10 of 
the output frequency represents approximately 
70 X 10-10 of the oscillator frequeney, the oseil
lator requirements 

veo 
are not too severe and are 

easily met by a with a ±2 X 10-4 control 
range. The total tuning range of the local oscil
lator is the sum of the ranges of the veo and the 
frequency synthesizer. The voltage-controlled 
oscillator covers ±3.2X 10-6 at the output, so that 
nearly the total range of ± 5 X  10-4 is eovercd by 
the frequency synthesizer. 

An X-band system similar to Figure G-8 has 
been constructed. The only difference in the two 
systems is the frequency multipliers, which were 
changed 
cation fadO!' 

to X240 
of 

to ('orrc8ponu to the multipli
th!' local os(�illator muitiplipr 
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TABLE 6-2 

Characteristic Specification Performance 

Phase stability <0 .2  rad rms 0 . 15 rad rIllS 
(2BL=5 cps) 
< 0 . 1  rad rIllS 0 . 075 rad rIllS 
(2BL = 1O cps) 

Frequency stability: 
10 hI' 5 X 1O-10 5 X 1O-1 1 
1 1  min 5 X 1O-11 5 X lO-1l 

Tuning accuracy 3 X 1O-1O 5 X 1O-11 
(4--sec gate time) 

Spectral purity 3 X 1O-1O 1 . 3 X 1O-10 

Tuning range 

chain . The specifications and measured perfor
mance of this system are presented in Table 6�2. 

Since the same type of oscillator is used in the 
receiver and in the transmitter as in the S-band 
system, the rms phase noise of the X-band system 
would be expected to he higher than the S-band 
system hy the ratio of the frequencies, 3 .5 :  1 ,  
as demonstrated by the above data. The improve
ment in tuning accuracy is due to the increase in 
the output frequency, since at X-band the ± 1  
count uncertainty of the counter represents only 
±3 X 10-11 instead of the ± ]  X 10-10 at S-band. 
The stability of t.he oscillator is estimated, from 
the above data and the characteristics of the 
round-off procedure in the Doppler tapes, as 
contributing approximately ±3 X 10-11 to the 
stability of the system. At the oscillator itself this 
would be ± 2 X  10-9 for a 4-second gate. This 
stability does not approach that of a high-quality 
fixed-frequency standard, which can be as low as 
1 part in 1011 or 1012 but is representative of the 
performance of a relatively high swing VCO 
operating with fundamental crystals at 500 kc/ 
sec. The calculated stability of this oscillator 
due to thermal effects alone from (Reference 2) is 
t..j/j= 3 X  10-13 for a 4-second gate time . The 
discrepancy between the actual and calculated 
values has been traced to several causes : ( 1 )  the 
stability of the voltage references used to generate 
the control voltage contributes nearly 1 X 10-9 of 
the measured stability ; (2) the oven is a single-

stagc proportional-control device with relatively 
poor performance which contributes an estimated 
5 X  10-10, and (3) the noise and drift of several of 
the components have been found to he excessive 
and are being investigated. The oscillator itself is a 
Colpitts or Clapp type with ALC, as are all the 
oscillators described here. 

SHORT-TERM STABILITY MEASUREMENTS 

Several methods have been used to obtain data 
on the short-term stability of oscillators and 
standards. The usefulness of any one method 
depends mostly on the practical measuring dif
ficulties of making the measurement and on the 
use to which the data are put. The different forms 
of the resulting data are useful for different 
purposes. While it is true that, if one set of data is 

I Mc/s 5 Mc/s 30Mc/s 900Mc/s 1.8Gc/s 9Gc/s 

FIGURE 6-9.-Short-term measurements for histograms. 
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available, the other data may often be derived 
from it, a number of assumptions must be made to 
do this. To eliminate these assumptions, the data 
are taken in the required form directly. 

Possihly the most straightforward measurement 
is the direct counting of the difference frequency 
betweell two standards with appropriate frequency 
multiplication to obtain the required accuracy. 
An implementation of this method, which has 
been uscd for evaluation of atomic standards, is 
shown in Figure 6�9. A histogram is made of the 
counts and the rms deviation-that is, standard 
deviation- from the mean calculated. Care must 
be madc to insure that any long-term drifts are 
removed from the data so that they do not 
obscure the short-term data. A good indication as 
to the character of the short-term statistics may be 
obtained by this method by comparing a Gaussian 
error curve with the same standard deviation to 
the measured data and by calculating the second 
mom en is. 

A second method, which is applicable to the 
evaluation of a planetary radar system, is to use 

IOO-PERIOD AVE .  t �AVE 

; �� • FREQUENCY 

FIGlJUE (i-l l .-VariouH histop;mmH (5.4 sce, 540 mscc, 
and 54 ffisce avprage) of c('siulll standards at !l Ge/sec. 

 

-10 
6 (6.66 x 10 ) 

y J L,o sec 
FIGURE 6-12.-Analog frequency recordings of cesium 

standards at 9 Gc/sec. 

1 cps 

the actual radar system as described above with 
the Doppler tape programmed such as to produce a 
constant frequency. An on-line computer used 
during the experiment to obtain the spectrum 
of the return signal will now measure the spectrum 
of the overall system. The computer determines 
the spectrum by measuring the autocorrelation 
function and taking the sine transform to find 
the spectrum. The autocorrelation and computer 

1 
(f) -
o > 

17 18 
(cps) 

19 

FIGURE 6-13.-Analog spectrum analysis, cesium stand· 
ards at 900 Me/sec ; 2 atomichrons. 
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1.0 

may be used independently of the rest of the 
system to measure spectra of oscillators and has 
been 

A 
used for the evaluation of atomic standards. 

third method, which is useful for obtaining a 
measure of the behavior to be expected of a return 
Doppler signal from a spacecraft or from planetary 

1.4 

1.2 

SPECTRAL ANALYS IS USING SPECIAL AUTO
CORRELATI ON COMPUTER WITH NONSYNCHRO
NOUS RECE IVER 
INTEGRATION T I M E  I hr 23 min 

( APRIL 2 1 , 196 1 ) 

3 db BANDWIDTH = 9 cps 

FIGURE 6-16.-Venus spectrum S-band radar. 
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TABLE 6-3 

Measurement Cesium Commercial Rb Lab. Rb Radar 
standard standard standard receiver 

50 msec avo 4 . 7 X lO-10 5 X lO-1I 3 X lO-1I 
500 msec avo 4 . 3 X lO-10 2 X lO-1I 1 . 4 X 10-11 
5 sec avo 1 . 1  X 10-10 0 . 5  X 10-11 O . 4 X lO-11 
8 min avo 1 . 1  X 10-10 0 . 4  X lO-11 0 . 5 X lO-11 
Spectrum width 3 . 7 X l 0 O-1 0 .4 X 10-11 0 . 5 X lO-1I 5 X 10-10 with Cs 

5 X lO-u with Rb 

radar signals where the round-trip time is long 
enough that the data are essentially un correlated, 
is shown in Figure 
frequency vs. time 

G-lO. A record is obtained of 
in an analog form which is 

useful for estimating possible deviations due to 
the oseillator themselves, independent of space
craft or planetary perturbations. 

Representative data from these three methods 
are shown in Figures G-l l  through 6-16. A 
compilation of the data for a number of different 
types of standards and oscillators is shown in 
Table ()-3. 

A fourth method of measuring short-term 
stability, which is useful in phase-lock systems, is 
the measurement of phase noise in a system as 
described above. While the data thus obtained are 
difficult to relate to the data obtained by other 
methods, a rough correlation may be obtained. 
For the evaluation of oscillators for use in such a 
system, this method is used exclusively because 
the data thus obtained are a direct measure of the 
quality of the oscillator for this particular puspose. 
Data for several oscillators obtained for this use 
were presented in the section on Phase Noise 
Requirements. 

CONCLUSION 

Short-term stability is a deciding factor in the 
design and implementation of spacecraft com-

munications and planetary radar systems. With 
improved short-term stability in systems capable 
of continuous tuning, data rates may be lowered 
and/or communications distances increased with 
the same return power from the spacecraft or 
planetary echo. 

As improved systems become available, ex
periments which depend on the improved per
formance are devised. Obtaining an accurate 
spectrum of the planet Venus requires narrow 
spectral width and high tuning accuraey as well 
as good mediuJl1- and short-term stability, since 
the return spectrum is only approximately 6-cps 
wide at S-band, the round-trip time is 6 minutes, 
and the integration time in the computer may be 
set at () minutes to several hours. With the im
proved performance available from the planetary 
oscillator system, mapping of planetary irregu
larities is being performed. Low-data-rate systems 
for long-lifetime, low-power unmanned solar 
system probes using the planetary radar receiver 
are possible. 
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Dr. Baghdady.-This field has needed quite a 
bit of organization for quite some time, and I hope 
that as a result of this conference we are going to 
have a good start in that direction. 

The main problem that I see, which seems to 
dominate the whole issue and applies specifically 
in this session, is the fact that people have not 
yet very clearly distinguished between two 
important aspects of what we are really talking 
about ; namely, (1 )  the RF spectrum of the signal 
we are looking at ; and (2) the instantaneous 
frequency or phase fluctuations or instabilities of 
that signal. You might say that the first aspect is a 
question of spectral purity, and the second is more 
directly the question of frequency stability. 

In any application, we have to make a decision 
as to whether we are really interested in spectral 
purity, or instantaneous frequency, or phase in
stabilities. To just confuse the issue and hop back 
and forth between these, as if they are completely 
interchangeable, is a very bad mistake. 

Now, the spectral purity question, of course, in
cludes the instantaneous frequency characteristics ;  
but the trouble is that people have not been really 
inspecting spectral purity when they say they are. 
Although they say they are concerned with 
spectral purity, they turn around and only 
measure frequency deviation, and things like 
that, and really get into trouble. 

Frequency deviation and spectral purity are not 
interchangeable. This is very easy to demonstrate. 
The only thing that you can learn from frequency 
fluctuations is a measure of asymmetries in the 
spectrum. 

Thus, the spectral impurity could be very high, 
which would make the oscillation really look bad. 
And yet you may measure a very small deviation, 
which shows no significant frequency instability. 
So we have to be careful in our approach here. 

Unfortunately, in all of these papers, with some 
minor exceptions, this confusion is evident. Also, 
it shows up in the method of measurement. 

Now, I would like to direct some specific 
observations with regard to each paper in the 
remainder of my comments. There is an awful lot 

that can be said in this area, by the way, but I 
have to hustle along. 

To start with, the above general comments are 
particularly applicable to the first paper, although 
they are also applicable to the other papers. 

In the second paper, I see some relationships 
used which were derived on the basis of assump
tions that ignored higher order derivatives. 
Specifically, in the measurement of velocity, I 
couldn't detect anything in the results that should 
emerge from effects of acceleration; or, in the case 
of the acceleration, the results do not include the 
effects of higher order derivatives of the range or 
the distance. In my mind there is a doubt about 
the value of the equations used unless, indeed, the 
effects of higher derivatives have been taken into 
account, estimated, and judged to be negligible. 

Then, of course, there is the question of RF 
spectrum and frequency instability and deviation, 
and so forth. 

In the third paper, you begin to see more con
sciousness of the fact that a lot of the spectrum 
could only be caused by an AM effect. If you are 
really concerned with spectral purity, yes, you 
want to look at the RF spectrum ; but if you are 
concerned with frequency stability, such as in 
applications where you try to compare the phases 
at two different times or the frequencies at two 
different times, then you want to look at frequency 
and phase instability, and not at the RF power 
spectral density. 

In one of the papers relating to the deter
mination of requirements on stability for satellite 
applications, some work was quoted in which, if I 
am not mistaken (I had looked at it a while ago), 
the author made some very sweeping assumptions 
about the character of the spectral density of the 
instantaneous frequency fluctuations. Unfortun
ately, the choice of spectral density is selected by 
the quoted writer which happens to simplify the 
analysis. However, it is totally inapplicable to the 
satellite mission, so the numbers are in grave 
doubt in that paper, if they were based on that 
formula. 

Finally, I would like to direct some remarks to 
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Dr. Sydnor.  The question of what kind of rms 
criterion to use for the phase error is really one 
that should be tied down to what you might call 
system resolution capability, not just an arbitrary 
analytical convenience. In particular, one radian 
rms doesn't seem to have any friends anywhere, in 
real analysis. Everything seems to be against 
it. Perhaps if you choose something smaller, you 
are getting closer to what you might normally 
require, but a lot of things get messed up when 
you begin to talk about rms errors in phase-locked 
loops 
100° 

in the order of one radian or more. I saw 
on the projected slide which is about two 

radians. So my point is that the criterion should 
really be related to the observable damages or 
effects that instability can cause, rather than just 
arbitrary analytical convenience. 

There is a considerable amount of discussion 
that is warranted in the area of measurements, and 
I would like to reserve this to this afternoon's 
session .when we will have more to say. In the 
meantime, I would like to give you a hint that 
there are a lot of questions on the value (the 
general purpose value, and in fact the value for 
any particular application short of a lot of 
specifications about the masking effects of the 
measuring instruments) of the period counting 
technique and some of the other measurement 
techniques that we have seen. I am dodging this 
question right now because this will be the subject 
of more discussion in the remainder of this 
program. 

Dr. Leeson.-As a coauthor, I am in no position 
to criticize any of the other papers, so I will refrain 
from that for the moment. I think that one thing 
we can agree on is that particularly for someone 
who might not eat, drink, or sleep radar or space 
tracking some of these definitions seem pretty 
loose. I have noticed a number of listeners 
gnashing their teeth at a number of things. 

I think one thing I might comment on is that it 
does seem that there are two separate require
ments in airborne radar, and systems of that sort, 
which deal with Doppler frequencies of the order 
of kc's or hundreds of kc's, as against the require
ments for space tracking, or satellite tracking in 
which the data concerns are of a different sort. So I 
think there is perhaps a dichotomy of requirement 
here, to which it would be well to pay some 
attention . 

The radar requirements, I have noticed, are 
perhaps surprising to some who have worked on 
stability of oscillators as concerned with com
munications applications. I can only assure any
body who doubts these 80, 100, 120 db sort of 
figures, that these are not only real requirements 
but in many cases are representative of present 
systems. 

The same thing is true of the very narrow line 
widths required or mentioned in terms of deep 
space tracking. 

One thing that doesn't come out in the papers, 
I think because every author is anxious to cover 
up the sloppy areas of his field, is that there is a 
lot of work that is going on that is sort of below 
the surface, a lot of hidden data. 

For example, in your comment, Dr. Baghdady, 
regarding AM and FM, in most of the situations 
in which AM is ignored, somebody at some time 
found out by measurement or theory or combi
nation that in that particular sort of situation it 
was all right. But it doesn't show up in these 
papers, and I agree it is a good point. 

The definition based on a power spectrum as 
required in the doppler radar case or the actual 
characteristics of the instantaneous frequency or 
time function is something which ought to be 
dwelled on longer in attempting to establish a 
general definition of short-term stability. 

One thing I might point out is that in all of these 
measurements, there is the ever-present oppor
tunity for some bandwidth to be hidden in the 
measurement. For example, in our paper we talked 
about line width, as measured on a particular 
instrument; this instrument has some lower and 
upper bounds on its bandwidth and I am afraid 
that didn't come out in the paper. This is also 
true in the phase jitter measurement of the type 
which JPL is talking about. There is some upper 
bandwidth or at least some integral convergence 
which has to be considered, if you are going to 
treat the relationship between the spectrum and 
some measurements such as phase deviation as a 
function of time in a rigorous fashion. 

I think that you can get some feel from the first 
four papers that the radar requirements are 
pretty much the same sort of animal in spite of 
the considerably different philosophies of the 
companies responsible for presenting the papers. I 
think this session has brought out the sort of 
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variables which people working in the two fields 
are comfortable with. 

I think perhaps there is plenty of room for 
introducing rigor, and ihis will be the purpose of 
the session this afternoon. But I think that all of 
the papers this morning did a good job in es
tablishing what you might call scale factors for 
thinking about the types and magnitudes of 
stability which people in radar and space tracking 
are concerned with. 

Mr. Habib.-I would just like to make an 
observation here. To me at least it has become 
clear that we are really talking about two distinct 
types of tracking systems : one which is a cooper
ative one and one which isn't a cooperative one. 
There are advantages, I feel, at least in the 
cooperative one, in that the return frequency can 
be arbitrarily displaced from the transmitted 
frequency, making the problem a little easier. I 
think this is even true in the Venus tracking case 
where the doppler of Venus with respect to 
Earth effectively translates the frequency and 
again makes the problem easier. 

I do think the two types become similar when 
you get near zero doppler, though, and then you 
see common problems. I would like to pass that 
observation on because I think there are two 
distinct types of problems here. 

Mr. Hyde.-My interests are primarily, of 
course, in the planetary radar systems, satellite 
tracking systems, and as such I have been quite 
unfamiliar until this morning with some of the 
problems in the wide-band pulse doppler radars. 
I think it is clear, as Mr. Habib has said, there are 
two distinctly different sets of requirements. The 
radar astronomy problem appears to be one of 
extreme short-term stability on first examination. 
Long-term stability, however, enters the problem 
as well, since the range accuracy is determined by 
the stability of the timing system : i.e. , round-trip 
travel times of twenty (20) minutes are not 
uncommon today. 

Certain radar astronomy experiments have 
been such that the filter bandwidths required were 
one-tenth (0.1)  of a cycle per second. In fact, we 
have programmed, in a general-purpose digital 
computer, and utilized results from filters as 
narrow as one one-hundredth (0.01) of a cycle. 
Obviously, if such a filter is to be useful, one has 

to have both long- and short-term stability in his 
frequency and timing standards. 

Although radar echoes returned from even the 
most slowly rotating planet, Venus, have a fairly 
broad spectrum in these terms, it is not true that 
one filter equal in bandwidth to the received 
spectra is optimum. Certain planetary mapping 
techniques allowing fine-grain study of the 
planetary surface are limited in resolution pri
marily by the frequency and timing stability of 
the experimenter's system. Since the echo re
ceived is extended in range by an amount equal to 
the radius of the planet, it is apparent that the 
energy returned at a discrete range must have been 
reflected from an area on the planetary sphere 
described by a circular belt or annulus. Further, 
since the planets do rotate about their polar axes, 
one half of the planet is apparently approaching 
while the other half is receding if the observer is in 
the plane of the rotational axis at a constant 
distance from the planet. Although these ideal 
conditions never prevail very long, it is not 
difficult to normalize the velocity, i .e. , doppler, 
measurements to the on-axis doppler. By ob
serving the normalized frequency of the energy 
returned from a particular range, apparently one 
can determine from where on the planet the signal 
was reflected-with one ambiguity. That is, there 
are always two areas or cells of such a map : one 
in the northern hemisphere and one in the 
southern hemisphere, which cannot be resolved 
easily. Albeit, such a radar map is still of extreme 
scientific interest, and obviously the cell size and 
therefore the granularity of such a map is largely 
determined by the frequency resolution of the 
radar astronomer's equipment. 

Mr. Sykes.-You have heard the users' view
points and requirements, and the observations of 
our panelists. What we would like to do now is to 
open the discussion to everyone, including the 
authors themselves, if they wish. 

Dr. Mullen, (Raytheon Research Division) .
First, I would like to make a comment about the 
first paper, in which the authors assume that the 
transmitter and the receiver local oscillators were 
uncorrelated. In some cases there are advantages 
to be gained by making them correlated. Now 
there are some noise suppression effects that can be 
achieved this way that can't be if you have inde
pendent oscillators. Using this correlation creates 
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range dependent effects and target dependent 
effects and there is no doubt that it would have 
made the paper very much more complicated to 
have discussed them. But in some cases the use 
of this correlation can be worthwhile. 

Well, secondly, I would like to defend the 
speakers from some of Dr. Baghdady's comments. 
It is perfectly possible to tie together spectral 
purity and frequency deviations if one has a model 
of the situation that is actually occurring. I think 
that most of these papers have been based, as 
Dr. Leeson said, on models of the radar situation 
in which there is really good reason to believe that 
there is a unique tie-in between the two quantities. 
From a users' point of view these specifications 
represent real statements which when satisfied 
will guarantee good performance of the system. 

Furthermore, these noise problems are really 
quite delicate so that you can't see the second 
order effects and need only explain the first order 
effects. Therefore, when the theory predicts 
effects which match the needed system tests, we 
can't spend the taxpayers' money to research the 
next order of effects. 

about 
Dr. Baghdady.-But I have serious doubts 

your methods of testing as a matter of fact. 
I can prove anything to you by those methods of 
testing. There are operational parameters in each 
of these measuring techniques that can be 
manipulated . Unfortunately, quite often, the user 
of the results of .the test measurements is not 
provided with sufficient information about the 
tests, how much influence the method of testing 
has upon the quantities observed, or whether the 
method of testing is really applicable to the user's 
circumstances. So I have my doubts about the 
methods of testing, particularly the assumptions 
and interpretations often made of what the results 
signify. 

I agree with you, when we have a clear model of 
what is going on, the tie-in can be established in a 
unique manner. But unfortunately, there is no 
visible indication in anything that we have heard 
today to show that people have really searched for 
such a thing. Merely to say, "look, here are my 
computed numbers and here is my test curve and 
look how close they are 'among friends', there is 
agreement,"  does not prove anything, even 
"among friends". Instantaneous frequency fluctu
ations spread the spectrum, instantaneous ampli-

tude fluctuations spread the spectrum, imbalance 
in amplitude and phase in the spectral distribution 
can cause disturbances, and so on. It is not enough 
to merely attribute all of the blame to the one 
effect that we happen to be obsessed with. 

There is a tendency or implication when you 
measure only the rms frequency deviation to 
draw an equivalent sine wave model for the RF 
disturbance. That is very bad. You are dealing 
with something that has a high peak factor and 
you turn around and choose a signal model with a 
low-peak factor. You measure one number using 
your biased eyes or sensors to judge what it is, 
and then you claim that this number is a sufficient 
characterization of the RF spectrum or of the 
statistical properties of the frequency perturba
tions. In the end you don't know what you have. 
So what can you do? 

Dr. M ullen.-Well, it is certainly true that when 
you measure things there may be a lot of nasty 
surprises when you actually go out to measure 
what or how the radar is performing, or how well 
the oscillator is performing. Most of these papers, 
I believe, have been the results of measurements 
that do agree with the predictions that were made 
ahead of time, or possibly ex post facto. If one 
has theoretical models which are capable of 
explaining everything that is actually found, 
then I think that is really adequate for the 
moment. 

You know, it is certainly true that good 
engineers can find and solve more problems than 
bad ones, and if the people are going to do bad 
experiments, then that certainly is going to 
present lots of problems. But if you have a theory 
that matches good experiments, then I think that 
is adequate enough for the moment. 

Dr. Baghdady.-Yes, this is what I am wonder
ing ; do we have such things? 

Dr. Leeson.-I wonder if I could speak on that 
as far as the spectral density measurement. I think 
there is pretty good agreement. Well, you saw 
agreement this morning among three competing, 
strongly competing corporations, regarding the 
measurement of spectral density as it applies to an 
airborne doppler radar. I think this is one area in 
which, by the way the doppler radar operates, you 
can see you are concerned with spectral density. I 
agree that it was sort of slipped in that the noise 
spectral density is largely due to frequency vari-
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ations. However, this happens to be the case in 
the sort of physical system which ends up being 
used in a doppler radar. That is to say, there is 
almost always some limiting mechanism some
where, frequency multipliers typically enhance the 
FM sidebands and tend to either limit or at least 
don'tJncrease the AM sidebands. 

Dr. Baghdady.-It also, unfortunately, changes 
some amplitude fluctuations to phase or fre
quency fluctuations. 

Dr. Leeson.-This is true, and this is a point 
which requires considerable caution. The resultant 
measurements, though, of spectral density do seem 
to correlate very well with the sort of field sensi
tivities that you actually achieve when you take a 
radar which you measure on a test set. There are a 
number of commercially available test sets for 
this sort of thing. There is a sort of a mystique 
that has grown up around them which I guess the 
papers this morning have made an attempt to let 
us in on. It has been found that there is good 
agreement between spectral density measure
ments made on this sort of equipment and the 
kinds of results that you get with a radar system. 
Because this is due to the fact that the radar 
system actually is characteristically the same sort 
of measuring instrument. 

that 
Dr. would like to remind you 

I tried 
Baghdady

to make 
.-I 

a distinction. I wasn't saying 
that one of these, only that one or the other 
should be used. I was really trying to point out 
that there are applications in which this RF 
spectral density is really what you want to be 
concerned with. There are others. Whereas, in 
principle, the RF spectrum could characterize the 
frequency disturbances that you are looking for, 
what you measure about it actually-because of 
the method of measurement and so forth-winds 
up not being very applicable. In those situations 
you want to concentrate on the fluctuations them
selves. So I am trying to distinguish between the 
two problems. 

I am not saying that we all have one problem. 
We really have two general problems : one em
bodies all applications that are really ultimately 
concerned with spectral purity ; another, embodies 
applications in which we are really concerned with 
j itter in phase and frequency. There are methods 
of testing and characterization that are adequately 
applicable in each case. I am not trying to cast 

doubt on either of these. I say both exist and both 
must be clearly distinguished. 

Dr. Leeson.-I think all of the papers this 
morning did talk about two parameters. I think 
perhaps a convenient way to think about it in 
some cases would be to look directly at the signal. 
In other cases you are concerned with looking off 
to the side and trying to ignore it. Ordinarily, when 
you are trying to ignore it, you are not really 
concerned with the details of its frequency vari
ation, but you are concerned with any energy 
which might be present in the region where you 
are looking. If you are trying to put it through a 
filter, treat it nicely, and get some information off 
it ; then you are concerned with something entirely 
different. You are concerned with how much 
energy or information you can get through the 
filter. I have to agree that there is a tremendous 
difference between these two. 

Dr. Baghdady.-You can't just hop from one to 
the other. 

Dr. Leeson.-No, you can't. They are not 
inter-related, and this is something which people 
sooner or later find out when they try to relate 
measurements of one sort to another. You can't 
make a spectral density measurement and then 
from that make any reasonable sort of qualifi
cation as to what the statistics of the frequency or 
phase versus time are going to be. 

It is true in what was pointed out in all of these 
papers this morning, the best way to find this 
sort of thing is to do what I think most of the 
practitioners of this art do now, that is, to make 
both measurements ; and, at least in the back of 
their minds they have this division 

& 

between the 
two sorts of characteristics fairly well sorted out. 

Dr. Curry (Curry, McLaughlin Len, Inc . ) .
I don't know whether to reserve this comment 
until this afternoon when I will hear Dr. 
Baghdady's talk or bring it up now, concerning the 
relationship between the time and frequency 
domain representation. Isn't it true that really 
what you are saying is that the spectra that we 
are using are just not properly measured? 

point 
Dr. Baghdady.-Not really. I would like to 

out that the question I have raised is not 
really a question of time and frequency domain 
representations. It is a question of uniqueness of 
representation by a given abstraction. In other 
words, if you choose the RF power spectral density 
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and measure it and work with it, then this spectral 
density can represent a million and one signals 
that have completely different timc behaviors. 
Some of them are extremely stable frequency-wise ; 
and others, bad. In other words, the RF power 
spectral density by itself does not uniquely 
identify the signal and is not sufficient for char
acterization of the time behavior of the signal. 

Dr. Curry.-I would agree, and I will be saying 
something on this this afternoon. I think that one 
problem that we run into right away is that we try 
to compare spectral data, power spectral data, 
which wc takc with instruments which really are 
taking cuts across the time-frequency domain. We 
really don't know what we have when we get 
through or at least we do not have what we can 
relate to one millisecond intervals. If we want 
something to relate to one millesecond intervals 
or, let's say, I am using that as an example, then 
we have to make certain that we do in fact or wc 
have in fact measured a short-term spectra and 
we begin rapidly to get into problems there. 

Dr. Baghdady.-Incidentally, there has been a 
sad lack of comment aimed at defining; really in 
any given application , or in some general guiding 
way , what we mean by "short-term" for allY 
situation. I would have liked to hear this. This 
being a requirements session,  presumably some
body was going to announce "this kind of appli
cation requires this kind of thing."  And I think a 
lot of people would like to see some clear quanti
tative definition , not in  terms of deviation, like 
so much such and such a delta F doesn't say 
anything. I think what is meant by "short-term" 
ties with a lot of things that would require speci
fication for each application. 

Mr. Sykcs .-It is probably a little early in the 
symposium to accomplish that. That is what we 
hope to be able to do. 

Mr. Kruger (GSFC).-If you look at the doppler 
frequency value, what you generally do is integrate 
the frequency over a certain amount of time. That 
mcallS you do not look at frcquency, as such, you 
look at elapsed phase. And it thercfore seems to me 
that phuR(' deviation or phase j itter would be of 
more importance than frequency deviation or 
frequency j itter. However, all papers today have 
generally been concerned with frequency rather 
than with phase. I wonder jf I could get some 
commentR on that. 

Dr. Baghdady.-There are two things that I 
would like to point out. Number one, the spectral 
density of the phase fluctuation and the spectral 
density of the frequency fluctuation are very 
simply related. So you can work with one or the 
other. Number two, it turns out that in systems 
this seems to be like a hierarchy, so I am going to 
give you a start of one and you can go down. 

In systems where the effects of short-term sta
bility disturb you because you are really trying to 
compare the phases of a continuing process at two 
different times, you find that because the effects 
are usually assumcd to be random, people like to 
choose the rms or mean square measure of dis
turbance. You find that the rms disturbance that 
is caused by the instability comes out to be an 
integral in which one of the factors inside is the 
spectral density of the frequency fluctuations. 

This happens to be the caso, for example, in  
ranging, where you actually are comparing phases 
at two different times. In doppler measurements 
or velocity measurements where you are com
paring frequcncies at two different times, again it 
comes up. Actually, you can express the rms error 
due to instability in terms of the spectral density 
of the frcqueney fluetuations. 

Because of the simplicity of the relationship 
between the spectral density of phase and fre
quency fluctuation, you can always wind up with 
thc spectral density of one or the other, as you 
choose, inside of that integral . Flo if  you pick one 
or the other, you 

that. 
-

are all right. 
Mr. Krugrr. Well , I don't quite agree with 

I think an error analysis at some time makes 
a difference at what you look. At least, it is simple 
to look at phase-

Dr. Baghdady.-That is an instrumentation 
problem. On the other hand, th('l"l' is a great d<'fll 
to be said about watching frequencies, you sCl'. I 
mean, it is an instrumcntation problem, and sonw 
people are more skilled in one observation than 
another. It also depends on til(' shape of the 
spectral density of the phase fluctuations and the 
corresponding spectral density of the frequency 
fluctuations. The shape of one or the otlwr may 
render it more amenable to measurement to within 
a specified error and confidence level with a given 
degree of instrumentation complexity. 

Mr. Hydc.-I think it is clear that we need to 
look at both the frequency spectrum and the 
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phase in general. When we are doing extremely 
narrowband spectral analysis by Fourier integral, 
or other correlation techniques, we are correlating, 
essentially, a continuium of phase as has been 
pointed out. However, we don't know what is 
going on necessarily outside of this extremely 
narrow band filter, that has either been built in an 
analog machine or programmed in the computer, 
and it may be that we are almost unknowingly 
wasting a good deal of our transmitted power in 
sidebands which are only ten, twenty, or fre
quently sixth cycles away from our transmitted 
carrier. So some spectral analysis must be done in 
a wide frequency band as well as the extremely 
narrow band. 

Mr. Mager (Raytheon Missiles System Di
vision) .-In response to Dr. Baghdady's request 
for a definition of short-term stability, I think the 
phrase "short-term stability" in a way begs the 
question. It almost by implication assumes a time 
domain definition. It seems to say, well, what do 
we mean, a millisecond, a tenth of a second, or 
what? And I think the first four papers made it 
clear that in many applications such an approach 
to the question is not too meaningful. 

Another area that I wanted to comment on, 
with Dr. Baghdady, is the question of whether 
phase and frequency are really simply related ; 
given different mechanisms for phase modulation 
and frequency modulation, which we don't 
always very clearly understand. I wonder if one 
can really derive a frequency deviation spectrum 
from a phase deviation spectrum. 

Dr. Baghdady.-Yes. Divide by frequency. 
Mr. Mager.-That implies that we know the 

frequency distribution. 
Dr. Baghdady.-If you go from phase to fre

quency, 

or 
= 

multiply by frequency. 
Mr. Mager.-Yes, this implies that we know 

11</> I1JIJm where Jm is the modulation frequency, 
some simple relation like this or an integral 

relation of this nature. 
Dr. Baghdady.-I'm sorry, but I don't under

stand what you are saying. 
Mr. Mager.-You say one can be derived from 

another by a simple multiplication. 
Dr. Baghdady .-There is no condition at all

without any restriction-one is the derivative of 
the other in time; therefore, in frequency the 

spectrum gets divided or multiplied by w ,  it is 
that simple. 

Mr. Mager.-Well, given that one is the de
rivative of the other, we must know the function 
that we are taking the derivative of, and we don't 
always know it theoretically or analytically. This 
is what I am implying is the problem. 

Dr. Baghdady.-I see what you mean. 
Dr. Leeson.-Are you referring to the idea of 

the measurement of 11</>, so many radians rms, and 
talking about that as opposed to a line width 
measurement? In other words, are you talking 
about measurements in which you haven't made a 
spectrum analysis or do I misunderstand? 

Mr. Mager.-Well, as an example, if we were to 
use a frequency discriminator of some sort, some 
of the commercial equipment, to measure an rms 
frequency deviation in a given bandwidth, what I 
am saying is that an equivalent phase deviation is 
not readily or immediately derivable from this. 

Dr. Baghdady.-That is true. 
Dr. Leeson.-I have to agree with that entirely. 
Dr. Baghdady.-That is true. 
Mr. Mager.-That is my only point. 
Dr. Baghdady.-I was talking spectral densities, 

and now you are right, any particular value, says 
rms value or peak value or something like this, 
measured on one, cannot be uniquely related to the 
other. 

Mr. Mager.-All right. 
Dr. Leeson.-This points up an interesting 

difference in the so-called airborne applications 
of the first four papers and the applications 
brought out in the last two, and that is primarily 
if the information which you are seeking is in the 
form of phase, then of course you are going to be 
concerned with random variations of phase over 
which you have no control. 

On the other hand, if you are operating with a 
system which is in essence a frequency spectrum 
analyzer, then frequency becomes a more con
venient variable to work with, only because of the 
fact that everything else in the offing is also in the 
same terms. 

Mr. Sykes.-Now, we really haven't given the 
speakers a chance here, but as a result of this 
discussion, do any of the speakers havc comments 
that they would like to make, clarification, or for 
that matter any questions? 

Mr. Johnson.-I have a comment I would like 
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to make in answer to Dr. Baghdady's statement 
that nobody said what they mean by "short-term 
stability". I said in my paper "short-term 
stability" refers to the ability of the receiver to 
track the signal. If you receive a signal varying 
in frequency at a rate that a narrow band receiver 
can track, to me that is long-term stability. And if 
the rate of the frequency variation becomes such 
that the receiver no longer can track it, then it 
becomes short-term stability. 

We are giving here what our user requirements 
are, how we measure it, and what we necd to 
know. I think that is what the four papers this 
morning pointed out. The two papers following the 
radar papers showed a completely different 
requirement. This points out the necessity for each 
individual to determine from the system require
ments what are his short-term stability require
ments. 

Dr. Baghdady.-I think it is possible to derive 
by some systematic arrangement ;-we are going 
to offer one this afternoon-a definition in which 
parameters enter that identify gross features of 
the application. You assign values to these 
parameters to characterize different applications 
and you wind up with a number that says "five 
seconds" for the user, this is the user number now. 
Now, there is another number that the manu
facturer must come up with. The manufacturer's 
number must be unrestricted by the users' 
numbers, unless he is cateiing to one very specific 
application . .  For general-purpose application, the 
manufacturer has to avoid any specific assump
tions about the users' numbers. I would like to 
suggest that we come up with a guideline, a 
quantitative guideline. 

Say here is our resolution, here is our appli
cation. It is characterized by this and that. And 
here is the way these things are tied together. 
Compute this number and you get five. Call it 
five seconds, depending upon the dimensions. This 
is this man's shortest interval of significance. You 
see, this is what we mean for him by short-term 
stability. 

This is possible. We are going to recommend 
something in Session II. 

Mr. Habib.-Could I ask a question of the JPL 
representative here. How do you handle the seven 
minutes delay to Venus and back on a stability 
basis'? 

Dr. Sydnor.-What do you mean by "stability 
basis"? 

Mr. Habib .-Well, when you are doing plane
tary radar, and you have a seven-minute delay 
between the transmitted and the returned signal, 
or approximately that, what sort of stability 
problems do you run into there? 

Dr. Sydnor.-We have to make a few assump
tions in that case. We assume that the random 
variations of the transmitted signal are not 
correlated with the return variations. We have run 
a number of tests with a number of master oscil
lators, rubidium standards in this case, to see if 
they are independent over that length of time. 
We found that within our measuring technique 
limitations that they are. If they are not cor
related, then we can measure the stability over 
this sort of time interval and find out what it is, so 
we can evaluate the quality of our data. 

Mr. Van Duzer (Hewlett-Packard) .-I have an 
observation to make here, that is, all of the users 
seem to be radar people. If we are going to use this 
discussion this morning as a basis for arriving at a 
definition of short-term stability, we ought to 
carefully consider that there are a lot of other 
applications in which people are interested in 
short-term frequency stability. 

Mr. Sykes.-Well, I think that that will prob
ably be apparent as we go along with some of the 
other sessions. I would hope that we wouldn't do 
this just for one group. 

Mr. Gillespie.-We are never going to get 
complete statistics on the quality of oscillators. 
I don't think we will find them in a definition of 
short-term frequency stability, and we will end 
up talking about certain averages in rms phase 
deviation perhaps, or rms frequency deviation. 

I showed one particular radar processor this 
morning that was sensitive in a peculiar way, 
perhaps, to frequency changes, frequency de
viation.  It also is sensitive to amplitude deviations. 
We haven't talked much about AM and I just 
ehoose not to talk about it. We certainly could 
have had a lot of problems if AM noise, either 
coherent or non-coherent, were present. If we are 
concerned with MTI (moving target indication) 
search radars for which specifications must bc 
made in terms of oscillator rms phase deviation ; 
or with tracking radars using something like the 
CFAR (constant false-alarm-rate) automatic-
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target detection circuitry, then we would like to 
know more about deviations in averages of 
frequency. We will need all of the statistics. It is 
quite a job to come up with a standard. 

Dr. Baghdady.-I think we will show in Session 
II an approach, actually some specific applica
tions, and show how the thing always winds up. It 
turns out that it is possible, if you use as your 
measure of performance or measure of disturbance 
the mean square or the rms fluctuation error, you 
wind up with a result in which the instabilities are 
characterized by two things : Number one, the 
spectral density of the instantaneous frequency 
fluctuation and/or phase fluctuation ; and number 
two, a measure of the peak factor of the fluctu
ations. 

You might well say, is this all? Yes, this is all. 
It would be nice to determine, for example, the 
statistics of the instantaneous frequency fluctu
ation, so you would have a better idea about what 
value of peak factor to assign to the fluctuations 
that would suit your application. But in the ab
sence of-it is a very costly process, the deter
mination of this,-the probability density function 
of the fluctuations, we usually resort to some arm
waving tactic. For example we say if the fluctu
ations were characterized by gaussian statistics, 
then the peak factor is three or four. If it is some
thing else you pick another number, you see? But 
ultimately you may want to know the probability 
distribution so that you can tell with what prob
ability some value will be exceeded. In this way, 
you can pick that value that will be exceeded 
during a fraction of the time that is negligible in 
your application, or which would satisfy some 
criterion of negligibility, and use that value in 
estimating the peak factor. So it is possible to 
characterize the instabilities with a small number 
of gross parameters. 

Mr. Grauling (Westinghouse Aerospace) .-I 
think there is one point here that has been alluded 
to a little bit that hasn't really been brought out 
very clearly, and I know that this is something 
that Dr. Leeson mentioned. The question of 
spectral purity actually involves both AM and FM 
contributions, or if you want to call it AM and 
PM . I think that the thing that most of the users, 
at least in the radar papers, are interested in, is 
the total spectral content in the bandwidth of 
interest. Whether this arises from FM, or whether 

it arises from AM, it can be a problem in the 
system. 

The reason these things usually wind up being 
stated in terms of short-term frequency stability 
is the fact that the AM contributions are small 
compared to the FM, and consequently if you can 
manage to measure the FM you have pretty well 
solved the problem. 

Dr. Baghdady.-This is a debatable question. 
Mr. Grauling.-Yes, this is. But from the 

users' standpoint we are concerned with the total 
noise or what have you in a given channel. 

Dr. Baghdady.-I mean the relative weight of 
AM and FM is debatable. You mentioned that the 
AM contribution is usually negligible, and I 
don't know if it is. It depends on the mechanism. 
It depends on models. And if indeed you have 
established that it is negligible, neglect it, don't 
j ust assume it across the board. 

Mr. Grauling.-Oh no, we can't assume that 
across the board. In fact, the sets have to be built 
to measure both AM and FM contributions. I 
think the reason,  and this is the point that has not 
been brought out, is that it is the total contri
bution which is of significance to the user. It is a 
fact that the way the radar sets are highly mechan
ized, it is a single sideband receiving system, so 
consequently we are interested in the energy at a 
given point on one side of the carrier. The source 
of this in terms of AM or PM is unimportant, but 
it is the single sideband being passed through the 
receiver that does get picked up. The measuring 
sets, of course, must distinguish between the two. 

Dr. Reder (Army Electronics Laboratory).
It  seems to me we are going around in a circle on 
questions which actually should be asked and 
answered in this afternoon's session. On the other 
hand, you would have available now the repre
sentatives for the one question which is very 
pertinent to this session. I mention that there are 
many other applications of short-term stability, 
and I think the answer to this question is more 
pertinent in this session and it will be very 
important. 

Mr. Sykes.-This is exactly right, and I had 
hoped to get more discussion specifically on this 
morning's papers. 

I think there are a number of things from these 
papers that have been brought out. One that seems 
to be most important to me, while the title of this 
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Symposium is "Definition and Measurement of 
Short-Term Frequency Stability", it certainly has 
become obvious from the discussion and the papers 
that have been presented that it is j ust not that 
simple. Before you try to define "short-term 
frequency stability" you need to know what are 
the terms that need definition . 

For example, the user says he wants to do such 
and such, and he wants this kind of an answer. 
It certainly secms apparent to me that we have to 
first obtain a language. What are the terms that 

are necessary to define in order to get the answers 
that the users really want? I think that if we 
establish only that this morning, we have gone a 
long way. It is expected that a subcommittee of 
one of the IEEE committees will be formed as a 
result of this symposium. I would hope that they 
would take on the j ob of establishing the terms 
that we need, arrive at some definit ions for these 
terms so that we can, in the development of these 
systems, get a better language in which we can all 
get a common understanding. 
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7. SHORT-TERM FREQUENCY STABILITY: 
CHARACTERIZATION, THEORY, AND 

MEASUREMENT 

E. J. BAGHDADY, R. N. LINCOLN, AND B. D. NELIN 

ADCOM, Inc. 

Cambridge, Massachusetts 

An analysis of the manner in which oscillator short-term instabilities limit performance in a 
number of applications is presented. This analysis provides guidelines for theoretical formulations, 
the definition of short-term stability, and the development of measurement techniques for character
izing short-term instabilities. The factors that affect short-term stability are discussed, and basic 
models for theoretical analysis are formulated. The models are used in investigations of the char
acteristics of outputs of "stable" sources. Measurement techniques are proposed and compared 
with techniques employed by other investigators. 

A treatment of the problems of characterizing, 
analyzing, and measuring short-term instabilities 
of ultras table sinusoidal oscillation sources as well 
as of loop-controlled oscillations is presented. 

The term 
frequency 

short-term stability appears with in
creasing in discussions of timing and 
synchronization systems, frequency synthesis 
techniques, and moving-target tracking systems 
of all types. But this term continues to mean 
different things to different individuals, even in 
the same applIcations. At the present time, and 
in almost all applications, there is : 

1 .  No common understanding of what short
term stability means. 

2. No common agreement on why it is needed. 
�. No common understanding of how to char

acterize, model, analyze, and measure oscil
lation instabilities. 

4. No widely accepted accounts of how the in
stabilities will affect performance in ap
plications, and how the requirement for 
short-term stability should be specified. 

Stable oscillators are used extensively as : 

1 .  Original sources of timing and synchroniza
tion signals. 

2. Original sources of carriers or sub carriers for 
65 

target tracking applications, comlllunica
tion signals, and llluitiple-access utilization 
of aerospace vehicles as relay centers. 

a. Local independent reference signals for 
timing, phase, or frequency measurement. 

4. Local oscillation of controllable phase and 
frequency that tracks the instantaneous 
p hase or frequency of an incoming signal, 
thereby providing a continuous estimate of 
its instantaneous phase or frequency. 

In some of these operations, the emphasis is 
placed on the unavoidable fluctuations in phase 
or frequency caused by sources of instability and, 
in others, on the spectral structure or "spectral 
purity" of the oscillation. Thus, the characteriza
tion and measurement of oscillator instability 
may be pursued along the lines of : 

1. Characterizing the fluctuations in the phase 
and frequency of the oscillator output. 

2. Characterizing the structure of the spectrum 
of the oscillator output. 

In general, one cannot concentrate on one and 
ignore the other of these two aspects of an oscilla
tion completely, although either of them poten
tially can be made to provide a complete repre
sentation of the source output. Thus, exclusive 
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conccntration on the structure of the spectrum or 
the mean-square spectral density obscures the fact 
that not all of the spectral components actually 
will cause phase and frequency fluctuations
fluctuations in the alllplitude of t he oscillation also 
spread out i ts  spectrum and lllay be cOlllpletely 
unrelated to the phase and frequency fluctuations. 
Simi larly, exdusive concentration on the phase or 
frequency fiuetuat ions obscures the fact that a 
considerable source of the observed instability 
act ually may be spurious filterable components 
that will be reduced effectively in the ult imat e 
syst elll .  In t he final analysis, the type of char
act erization sought must be the Olle most dearly 
relat ed to the intended application of the 
oscilla tion. 

In the next section we explore the manner in  
which oseillator short-term instabilities limit 
syst em performam'e in a nu mber of appli('ations. 
This analysis shows that the mean-square spect ral 
density of t he instantaneous frequeney flud ua
tions of the oscillation frequently providps the 
most direl'1 basis for the charaeterizat ion, meas
urenlpnt , and speeificat ion of t 1w short-t erm 
fl'pqucney and phase instabilit ies. Although t he 
probability dpnsity funet ions of t hc instant aneous 
phase and frequeney fluctuations may be of inter
est, often only a practical estimate of the peak fac
tor of the filH'tuations is suffi('ient. Cuidelines arc 
provided for user estimat ion of the shortest 
interval of time over which instability errors will 
bc('ome not iceable in a spe('ified application. A 
user quant i tat ive interpret at ion of "short- t l'rm" 
is t hereby made possible. Situations in which the 
mean-square spectral density of the oseillat ion 
itself provides an adequate abstraC't ion arp also 
discussed. 

I n  the third seet ion , on Models and Charaeter
isties of Unstable Oseillations, a sUlTey is madp 
of mat hematieal models and associated character
istics of unstable oscillat ions. Two general ap
proa('hes for modeling arc present ed, and several 
mod(,ls in each cat egory are discusspd. 

I I I  th(' final seet ion attent ion is directed t o  thp 
problem of measuri llg the chara('\ eristies of fre
qlWIWy unst able oscillat ions. The gPlleral prop
crt ie's of sat isfadory measuJ"{'l llent systems, from 
which the basil' st ruet ure of t ll('SP systems is  
obt ail lPd , a)"{' dev(�loped. gross performancc 
of t Iw dass of re('oll l l l l l

'I'll(' 
'ndl'd systpms is ('011-

trasted with that of previous systems for the 
measurement of oscillator instability. Finally, 
the areas of unsolved problems in measurement 
are diseussed. 

EFFECT OF OSCILLATION INSTABILITY IN 

APPLICA TIONS 

The charaeterization, modeling, analysis, meas
urement ,  and specification of bounds on oseilla
tion short-term, or rapid, inst ability ultimately 
must be made in the light of i ts  cffed s  on the 
performance of systems that rely 

will 
0 1 1  the oscilla

tion. General guidelines now be sought, i n  
terms o f  a number o f  specifi(' appli('at ions. 

Precision Range Measurement 

An applieation of great eurrent interest, and 
one whose mcihodology of t reat ment is repre
sentat ive of a numl)('r of other applieations, is 
encountered in preeision range (or radial dis
tanee t o  a vehiele) measnl'('ml'nt syst ems. Sueh a 
system is illust rat ed in Figure 7- 1 .  In this system, 
a tOile of suitable frequency is t ransmit ted to the 
vehi('le to  be t ra('ked and is ret llrned by it to the 
tracking station. Rang(' from ! lw t ra(,king st ation 
to the vehiele is t hell det ermi llPd from a measure
ment of the phasE' of t he ret l\l'ned tone relat ive 
to the phase of the original t ransmit t ed tone, on 
the basis of a eurrent segment of the continuing 
output of t hl' sour('e of t he original tone. In the 
ensuing diseussion we eon sider only the errors 
eaused by the short-t erm instabilities of the souree 

VEHI C L E  

• ( I )  

TRACKING 

DATA 

FIGURE 7-1 .-}3a.sic fundions of a target-tracking system 
with sinusoidal ranging signal. 
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of the ranging tone that cause the current seg
ment to differ from the original one (or a perfect 
replica of it) , and ignore all other effects as ex
traneous to this discussion. 

Thus, let be the two-way signal propagation 
time between 

ta 
the tracking station and the vehicle. 

The radial distance to the vehicle is then 

c 
R = cta/2, ( 1 )  

where is the velocity of signal propagation in 
the intervening medium. If the original trans
mitted tone is expressed as 

Ctran8 (t) = E(t) cos O( t) , (2) 

then-assuming ideal propagation conditions and 
no delay in turnaround at the vehicle-we have 
for the returned signal 

ere t (t) = E(t  + ta) cos OC t  + ta) . (3) 
The desired information is contained in 

= 8(t) ®prect , td ( t+ta/2) , (4) 
where denotes convolution, 
and 

8(t) = dO( t )/dt, ® 

extending 
Prect , td = rectangular pulse of unit height 

from 
(t) 

t = - td/2 to 
Now, the instabilities in 

t = 
the 

ta/2. 
oscillation fre

quency may be accounted for by writing 
(5) 

so that 

8(t) = 27rfo+4> (t) , 

where 
quency 

fo
of 
= the value of the instantaneous fre

the tone at the start of the ta round
trip time to be measured and cp (t) = instantane
ous fluctuations in the phase of the oscillation 
about the phase 27rfot of an absolutely stable 
source of frequency fo. Substitution in Equation 
4 yields 

M (t, ta) = 27rfota+4>(t) ®Prec t ,dt+ta/2) . (6) 
This shows that the frequency instability of the 
ranging tone introduces an uncertainty in the 
measured value of ta given by 

In view of the random character of 4> (t) , a 
convenient measure of the error it causes is 
usually the root-mean-square value (or standard, 
deviation) . Thus, if O'td denotes the rms value of 
add, 

where 
the 

E < ) denotes "statistical average. "  Since 
Fourier transform of the convolution of two 

functions equals the product of their Fourier 
transforms, we have 

(9) 
where S", (w) is the mean-square spectral density 
of 

Equa
� (t) . 

tion 9 brings out the following important 
facts : 

1. The fractional rms error caused by the fre
quency instability of the oscillator is determined 
by the mean-square spectral density S,p (w) of the 
instant

The 
aneous 

spectral 
frequency perturbations. 

2. density 
filtering effect, 

(
S,p 

sinwtd/2

wtd/2 

)
(w) is weighted by a 

2 
' 

( 10) 

plotted in Figure which depends 011 the in
terval of time ta-peculiar 

7-2, 
to the application

over which the oscillator instabilities may cumu
late their influence on the measurement. 

It is clear from Figure that the weighting 
function favors only the part 

7-2 
of the spectrum con

tained within :5: As increases, the 
edges of this i n

I 
terval 
w I 27r/

shrink 
ta. 

doser 
td 

and closer to 
w = O, indicating that the faster fluctuations in 
4> (t) become less and less significant in deter
mining the error in the measurement.. 

In practice, additional filtering is introduced to 
smooth out the effects of noise from various 
sources, the bandwidth being chosen to maximize 
the noise smoothing without intolerable conflict 
with requirements 011 the speed of response im
posed by range resolution specifications and by 
the dynamics of the vehicle trajectory. The intro
duction of such a filter, ('haracl erized by Hlp ( jw) , 
mult iplies the integrand in Equation 9 by 
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FIGURE 7-2.-Filtering effect of interval td over which the instabilities may cumulate their influence on the measurement. 

I 2
is 

H1p ( jw) 1 . If the nominal passband of jw) 
restricted to 1 w 1 � 27rBlp, then for 

H1p ( 

Blp � ( l /td) /1O 
only the spectral components within w � 27rBlp 
will contribute instability errors. In 

1 
the 

1 
absence 

of this filter action, or when Blp is of the order of 
10 times l/Id or more, components with frequency 
up to Blp cps may contribute [depending on 
S.p (w) ] significantly to the instability error, 
although components  within 1 w 1 � 27r/ld fall 
on the more favorable part of the curve in Figure 
7-2. 

Note that the range measurement application 
considcrcd above is representative of all applica
tions in which information is derived from a 
comparison of samples of the oscillation phase 
taken at different times. If the precision of the 
phase-shift. measuring instrument is sufficient to 
resolve Pe radians, then the effects of instability 
will be negligible provided that : 
Phase ulleertainty cumulated in td sec � pe/l0. 

( 1 1 )  

The Jleak value of the error cumulated i n  Id sec 
may be expressed as the product of the expected 
rms error U t d  and a peak factor, (pI ) ",  associated 
with the fluctuation caused by oscillator insta
bility. Thus, if the peak error is to satisfy Con
dition 1 1 ,  we must have 

[ (p.

x
j

[
. )  

� 
",/27r
fm 

loJld 

S� (w)(sinwtd/2)2
1 H1p ( 

1
jw) 12 /2 

t
dw

27r - m  w d/2 
� pe/l O. 

]
( 12) 

This shows that , as far as t he rms enol' eaused by 
instabilities of the oscillation souree is eoneerned, 
each application is completely eharaderized by a 
smoothing filter H1p ( jw) , the nominal ranging 
tone frequency 10, the value (or range of values) 
of the time separation td between t he eompared 
samples of tone phase, and t he resolution of the 
phase measuring instrument pe. Of these only Id 
is independent of equipment . Thercfon', for a 
given setup, td may be considered t o  charaeterize 
the application. The oscillator instabilities are 
completely charaet erizpd by 8.p (w) and a nominal 
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peak factor for conversion from rms to peak phase 
fluctuation. 

Close inspection of the left-hand member of 
( 12)  shows that the peak phase uncertainty 
caused by oscillator instability is an increasing 
function of the time separation td between the 
compared phase samples, all other factors (such 
as choice of B1p) being the same. This is particu
larly evident when the smoothing filter band
width B1p is much smaller than l/td ; in which 
case the error will rise monotonically with in
creasing td. This observation combined with the 
fact that, of all the parameters in condition ( 12) , 
only td is beyond the control of the designer sug
gests that in any specific application (specified 
equipment and oscillator) the equation 

x[L [: S� (w)ei:���2y I H1p (  jw) \2 dw r2 

= P8 ( 13 )  
may be  solved for a value of  td for which the ex
pected peak error will equal the phase resolution 
capability p8. If this value of td is denoted tap, 
then from the viewpoint of the user the phase dis
crimination errors caused by oscillator instability 
become noticeable only for values of td that are 
comparable with, or in excess of, tdp. In this way, 
the term short-term in a specified application may 
be interpreted to mean "over intervals of dura
tion td that are comparable with' tdp." 

A word of caution is necessary here. The pre
ceding interpretation of short-term is strictly in
tended to provide a criterion for determining, in 
a specified application, whether or not measure
ments based on a comparison of two samples of 
the oscillation phase, separated in time by td sec, 
will be subject to noticeable errors attributable to 
instability of the oscillation source. We assumed 
knowledge of the application-specifically, 
H 

jo, 
!p( jw) and P8-and the availability of properly 

measured data-specifically, S� (w) and (p.j. ) q,
characterizing the instantaneous frequency per
turbations of the oscillation. It should be clear 
that this interpretation is only a user guideline 
and definitely is not the criterion for the choice 
of "adequate" time interval in tests aimed at 
Turnishing S� (w) and (p.f. ) q,. The experimental 
determination of the instability characteristics of 

oscillators and the associated interpretation of 
short-term will be discussed later in this paper. 

For specific illustrations, consider first the situa
tion in  which 

s� (w) = a2 = Constant for all w. ( 14) 
Then, if 

( 15)  
the integral in  ( 13) is  closely approximated by 
a22rr /td. Solution for 

( 
td yields 

21rjOP8 D.. 

On 

td = a (p.j. ) q, 
)2 

=tdp. ( 16) 

the other hand, if 
Blp� ( l/td) /10, ( 1 7 )  

then the integral i n  ( 13) becomes closely approxi
mated by 41ra2 B lp, and the corresponding tdp 
becomes 

tdp =  ( p .j )  . q,a (2B lp ( 18) 1/) 2 

Consider next the situation in which 
for all w. ( 19) 

Substitution 

(
in Equation 13  yields 

(p.j. ) q,b � 21rjo foo I Hlp ( jw) 12 ( 1 - coswtd) dW)1/2 

21r _00 

The quantity under the square-root sign equals 
!a{1 - exp ( - atd) ] for H1p ( jw) = a/ (a+jw) , (21 )  

( 41ra) 1/2[1 _ exp ( - ati) ] 

for 1 Hlp

[ 
( jW) 

--
12 = exp ( -w2/4a) , (22) 

Sin (21rB1Ptd)2B lp 1 - (2
] 

( jW) \ = 
1rB1ptd) 

for 1 H lp 1 ,  

-'-- -'----'-

= 0, I w 1 > 21rBlp. (23) 
From Equations 21 and 22 we conclude that, 
when the smoothing filter is a simple RC or a 
Gaussian low-pass filter, the instability error as
sociated with the spectral density specified by 
Equation 1 9  will always rise monotonically with 
ta. With the rectangular filter, (23) shows that 
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the error rises monotonically with td for 0 
but undulates thereafter with 

td
de
� 

reasing 
(4.5/21rBz

amplitude 
p) 

about the value 
(p.f. ) ",b (2B 

It is interesting to observe 
lp) 1/2/ (21rfo) . 

that, in each case, the 
rms instability error approaches a bounded value 
as td----? <X:! .  For each filter, an expression for tdp may 
be obtained by substitution from Equations 
22, or 23 into Equation 13 .  

21,  

One final conclusion that may be drawn from 
inspection of the left-hand member of Equation 
13  is that, in applications where comparisons are 
made of phase samples td apart in time, oscillator 
frequency instability phenomena that vary so 
slowly as to be almost constant within the interval 
td ( long-term effects) always must be considered 
and that phenomena that vary rapidly within 
td (short-term effects) may not be of importance. 
This conclusion contradicts many statements 
made by other writers about the essent ial effect 
of oscillator instability in such applications. 

Precision Range-Rate Measurement 

The radial velocity, or range rate, of a moving 
target may be determined from a measurement of 
the Doppler frequency shift of a tone returned 
by the target, relative to the frequency of a cur
rent segment of the continuing output of the 
source of the original transmitted tone. Fre
quency comparisons are also employed in co
herent Doppler and CW systems, in timing, and 
in synchronization operations. Just as the mean
square spectral density of 4> (t) of Equation [) 
determines the mean-square instability error in 
measuring increments of the mean-square 
spectral density of 

fJ (t) , 

mine 
(fi (t) may be expected to deter

the mean-square error in the measurement 
of changes in 
readily shown 

O

by 
(t) . That this is indeed the case is 

starting with the fact that the 
desired information is now conveyed by 

/::,O (t, td) 

Thus, the error 
= 
= O (t+td) - OC t) 

O (t) 0Prcct . t J  (t+td/2) .  (24) 

in the observed Doppler shift 
caused by frequency instability in the t ransmitt ed 
tone is givpll by 

S; with an rms value given by 

= � t [ -1 foo (sinw; t /2)2 }1
471' 271' - 00  

w2S.p (w) 
Wtd 2 

I Hlp ( jW)  12 dw 
/2 

(26) 

in which we have introduced the effect of a post
detection low-pass filter aimed at reducing the 
effects of extraneous additive noise. 

Again, we observe that : 
1 .  The rms instability error in the Doppler 

shift measurement is determined by the mean
square spectral density of the 

of the 
instantaneous 

fr unstable transmitted 
tone. 

equency perturbations 
S,;, (w) 

2. A filtering effect, sin td/2
favors 
) ,  weights the 

spectral density in a manner that alternate 
intervals of duration 21r/td 

2

rad/see, 

(w

one of which 
is defined by I w I S; 7r/td. 

The term 
quantitative 

short-term also may be given a user 
interpretation relative to Doppler 

measurements .  Here we seek the value of td for 
which the effects of instability become noticeable 
in a measurement of Doppler shift. The equation 
to be solved for this value of td is 

Frequency shift cumulated in td sec = pe, (27) 

in  which PB defines the instrumental precision in 
ma:;uring frequency changes. As before, we may 
assume a peak factor for the frequency 
fluctuations caused by 

(p.
instability, 
f. ) �  

and write 
(p.f. ) ';'IJ'Jd for the left-hand member of Equation 
27. 

Applications Affected by Oscillator RF Spectrum 

As we have mentioned previously, there are 
applications in which the spectral composition 
of an oscillator signal is of primary importan('c. 
Doppler resolution radar is a good example ; this 
system is used to resolve several target s Illoving 
with di fferent radial velocit ies 011 the basis of the 
diffcrent Doppkr shift s of the associat ed retumed 
replieas of t he illulllinat ing signal. A bank of 
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filters is used to resolve the spectrum into "veloc
ity regions,"  and the output of an individual filter 
will present only those targets whose radial 
velocities cause the returned signals to fall into 
the passband of the filter. The system works 
perfectly if the RF spectrum of the oscillator is a 
pure line. Amplitude, phase, and frequency in
stabilities of the illuminating signal broaden the 
"line width" and spectral occupancy of this 
signal, and thereby limit the ultimate velocity 
resolution of the system. It is quite clear that, to 
determine the effect of oscillator instability in 
such an application, we should work directly with 
the RF spectrum of the oscillator signal. 

Spreading of the oscillator spectrum by un
wanted amplitude and phase fluctuations also 
adds to the spectral density of background signals 
and noise that interfere with a desired return. 
This degrades the possibility of discriminating a 
desired target return from other unavoidable 
obstacle and sidelobe returns (or clutter) and 
from relatively strong additive background noise. 

It should be clear that, in applications that are 
affected by the spectral splatter of the oscillation, 
the frequency or phase instabilities of the oscilla
tion may or may not account for the significant 
sidebands and diffused linewidth of the oscillation. 
Only after it has been established in a clear manner 
that amplitude fluctuation effects on the spectrum 
are entirely negligible is it safe to attribute the 
oscillation spectral characteristics exclusively to 
the frequency or phase fluctuations. 

Specification of Oscillator Instability 

Characteristics 

For applications of the type discussed in the 
sections on precision range and range-rate meas
urements, the most direct determinant of the 
effects of oscillator instability is S<f, (w) . 8.ince 
¢(t) = dcjJ/dt, 

(28) 

Hence either spectral density S<f, (w) or 8", (w) 
would suffice as a specification. 

One particularly interesting form of presenta
tion of S<f, (w) is as a polynomial approximation, 
such as 

S<f, (w) �ao+alw +a_lw-l+a2w2+a_2w-2+ . • .  , 

(29)  

or as a piecewise representation using selected 
terms from this polynomial over specified fre
quency intervals. The values of the various co
efficients plus the RF bandwidth of the oscillator 
signal ( limited by filtering or amplifier band
widths) could serve as characteristic parameters 
of 8� (w) .  This approach is suggested naturally 
by the theoretical models to be discussed in the 
next section. Integrals of S<f, (w) that are suitable 
for specified applications may be sufficient in 
some cases. 

Of the two related functions S<f, (w) and S", (w) , 
the one preferred as a general oscillator specifica
tion for a particular source is the one that is 
easier to measure economically and with low error. 
This question is often clearly resolvable on the 
basis of which of the two is expected to vary more 
slowly or uniformly with w. For example, in un
locked oscillators, cjJ ( t) is characterized by a 
random-walk behavior, and hence 8", (w) will 
exhibit a non integrable singularity at the origin. 
In other cases, the principal effect of the insta
bility on the oscillation is to result in a tanta
lizingly unending l/w behavior of S<f, (w) near 
w=O. 

For some applications, the properties of the 
RF spectrum of the oscillator signal must be 
specified ; this is most directly and simply achieved 
by direct measurements on the RF spectrum 
itself. Unfortunately, current practice is heavily 
oriented toward indirect approaches involving 
the measurement of quantities of questionable 
significance-such as rms frequency deviation
based exclusively on the phase or frequency 
fluctuations. The difficulty with these indirect 
approaches arises from two fundamental 
considerations : 

l. The possibility that the amplitude fluctua
tions cannot be neglected. 

2. The fact that the RF spectrum per se is not 
uniquely determined by any one number 
(or even a few numbers) obtained by 
averaging some power of the phase or 
frequency fluctuations. 

One might s}.l.ppose that, inasmuch as the em
phasis really is often on the RF spectral density 
levels rather than shape, it may be possible to 
determine upper bounds on the density level in 
terms of some average quantity derived from the 
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frequency fluctuations. This approach is quickly 
discouraged by the fact that the effect of compo
nents, in any part of the RF spectrum, on the 
frequency fluctuations depends not only on the 
spectral level of those components but also on 
their frequency separations from the undisturbed 
position of the oscillation frequency. Thus, if a 
given value of mean-square frequency deviation 
is to be used in bounding the level of RF spectral 
density, then it will be found that no one upper 
bound can be associated with it. In fact, concen
trating the energy in one disturbing side compo
nent for bounding purposes would result in an 
upper bound that varies as 1/ (w-wo)2  around 
the long-time average oscillation frequency Wo 
going to 00 as I W-Wo I -7{}. 

MODELS AND CHARACTERISTICS OF UNSTABLE 

OSCILLATIONS 

Having discussed the manner in which oscillator 
instabilities introduce errors in applications and 
having identified the intrinsic characterist ics of 
the instabilities that determine the errors, we 
now turn to the problem of the mathematical 
modeling of unstable oscillations and the char
aeterization of instabilities caused by various 
mechanisms. 

There are two approaches to the modeling of 
oscillations with frequency instabilities. These ap
proaches may be called the causal approach and 
the black-box approach. 

In the causal approach, a functional structure 
of the oscillation source is postulated, and various 
causes of instability are identified and combined 
with an assumed ideal oscillation signal. The 
model is thus centered on postulated occurrences 
within a box, and the consequences of these occur
rences on the properties of the output signal are 
then pursued. This approach is essential for an 
understanding of the reasons for the instability, 
especially in the search for developing ult rastable 
sources. 

In the black-box approach, the model is cen
t ered on the resultant disturbed oscillation at the 
out put. terminals of the box, the point where the 
oscillat ion is available t o  the user. Thus, a number 
of out.put signal models are post ulat ed, their 
prop('rti('s are explored, and the aetual SOUl'ce 

output is identified piecewise (for different fre
quency regions) with one (or perhaps more) of 
these models. 

Causal Approach 

In the causal approach to the modeling of un
stable oscillations, two types of disturbances that 
give rise to frequency instability are distinguished : 
namely, additive noise and multiplicative noise. In 
loop-controlled oscillators, the reference signal 
input also may contain a nonnegligible added noise 
component. 

Addit ive noise models t.ake account of noise 
added to the oscillator signal either in the oscil
lator loop or in the buffer amplifier following the 
oscillator, as illustrated in Figure 7-3. The spec
trum of this type of noise occupies a frequency 
region that often extends widely around the oscil
lator frequency. The noise introduced into (or 
originating in) the oscillator loop will be called 
internal additive noise ; the noise added in the 
amplifier following the oscillator will be called 
external additive noise. 

In addition to the addit ive noise near the oscil
lator frequency, multiplicative low-frequency 
processes that effectively frequency-modulate 
the oscillator also are present . Examples of such 
processes are current and voltage fluetuations 
(flicker noise) , mechanical vibrations, tempera
ture variations, etc. The deviation ratio of the 
frequency modulation caused by these processes 
usually is large. Consequently, the shape of the 
resulting RF spectrum is essentially identical 
with the shape of the probability density funct ion 
of the resultant baseband noise process. 

Osci llator Laop Ampl i f i e r  

~ � n. ( t ) Output 

FIGURE 7-3.-An oscillator with a butTer amplifier, show
ing additive noise sources [ni(t), internal noise source; 
n,(t), external noise source]. 
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Additive-Noise Model: External Noise 

For this model, it is assumed that the oscillator 
delivers a perfectly stable signal, to which rela
tively white Gaussian noise is added. If the oscil
lator signal is expressed as 

(30) 

the additive noise may be expressed in the form 

ne (t) = nc (t) coswot+nq(t) sinwot, (31 ) 

where nc (t) and nq(t) are white Gaussian proc
esses. The sum of the oscillator signal and the 
additive noise is 

Since we are dealing with very stable oscillators, 
it can be assumed that the rms value of the noise 
is much smaller than the rms value of the oscillator 
signal. Hence, only nq(t) sinwot influences the 
phase of Cout (t) significantly, and 

Cou t (t) �A [1 +ncCt) / A J  cos ! wot+[nq (t) j A J I .  

(33) 

Thus, a relativeley weak externally added noise 
component results in envelope fluctuations 
nc (t) / A and phase fluctuations tPe (t) given by 

(34) 

If, over the frequency range of interest, the mean
square one-side spectral density of the added 
noise is No volts2jcps, then the two-side spectral 
density of nq(t) will also be No volts2/cps and 
the phase perturbations of Cout (t)  will have a 
spectral density No/ A 2 rad2/cps. The added 

Mean Square 
Speclral 
Densily 

54> ( w )  
� +----....J.... __ --".L-__ ..... 
A2 

o ��� __ --__ ----�-__ ��--. 
o 

FIGURE 7--4.-Example of mean-square spectral density 
of phase fluctuations due to additive external noise. 
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e, ( I )  = A cos[ ... 1 + 4> ( t )] e.(I) = A cas [ ... 1 +  .,. ( t )+ 'I {tl] 
X 

n j{t) 

FIGURE 7-5.---Oscillator loop with internal additive noise. 

noise will of course be modified by the RF filtering 
in the buffer amplifier. This filtering restricts 
the bandwidth of the phase perturbations so that 
their spectrum is confined to a frequency region 
extending up to one-half of the amplifier RF 
bandwidth. Thus, the mean-square spectral den
sity 8.p (w) of the output signal phase fluctuations 
will be as illustrated in Figure 7-4, where Ba cps 
denotes one-half the amplifier bandwidth. 

Since the instantaneous frequency fluctuations 
are 

(

given by the time derivative of the phase 
fluctuations, 
S.;, w) 

the mean-square spectral density 
of the frequency fluctuations is given by 

(35) 

In the present case, 

for I w I < 27rBa. (36) 

If the RF amplifier frequency response beyond 
±2'IIBa falls off faster than l /w2, the mean-square 
spectral density of the frequency fluctuations will 
be as illustrated in Figure 7-4. 

It is clear that this type of noise in unstable 
oscillator outputs can be characterized by the 
following two gross parameters : 

1. The relative noise density No/ A2. 
2. The buffer amplifier bandwidth 2Bo. 

Additive-Noise Model: Internal Noise 

In this model the additive noise enters into the 
oscillator loop as shown in Figure 7-5. The noise 
ni (t) is assumed white in a frequency region 
around the oscillator frequency. The additive 
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FIGURj,; 7-6.-Equivalent diagram of the oscillator III 
Figure 7-5. 
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noise ni(t) ean be expressed in the form 
(37) 

where Vn ( t )  and On (t) are low-pass processes. 
Then the SUIll of the output of the limiter and 
the noise is 

e2 ( t )  = Cl ( t) +ni(t) 

= IA + Vn (t)  cos[¢ (t) - On ( t) J l  
X cos[wot +¢(t )  J+ I Vn (t) sin[¢ (t) - On (t)  J I 

X sin [wot+¢(t) ]. ( ;38) 

With V n (t) «A almost all of the time, the 1Il
stantaneous phase of e2 (t) IS approximately 
[wot +¢(t) + 1J ( t )  J, in which 

1J (t) �[ Vn (t )/  A J  sin[¢ (t) - On (t) ]. (39) 

Thus the effect ef the additive noise is to intro
duce a fluctuating phase shift into the loop. 
Recognizing this, we can replace the adder III 
Figure 7-5 by an equivalent phase modulator as 
in Figure 

When the 
7-6. 

phase shift 1/ (t) is equal to zero, the 
oscillator will oscillate at the frequency for which 
the phase shift through the resonator is zero (i.e. , 
at its resonance frequency) .  However, when 
1/ ( t )  �O, the introduction of the phase shift will 
change the oscillator frequency so that the phase 
shift in the resonator is equal to - 1/ (t) and the 
total phase shift around the loop is zero. Thus 
the variat ions of 1/ ( t )  will cause fluctuations of 
the oscillator frequency. In fad, Figure rep
resents th(' block diagram of a familiar frcqueney

7·· () 

modulatpd oscillator. In this case, however, the 

eontrol signal Vn (t) sin[¢ (t) - On ( t) J is dependent 
on the phase ¢ (t) of the oscillator signal. 

The frequency modulation sensitivity is deter
mined by the phase slope (vs. frequency) of t he 
resonator transfer function. Since the resulting 
frequency fluctuations will be small ,  only the 
part of the phase characteristic near the resonant 
frequency is of interest. In that region the phase 
characteristic can be assumed linear. For a reso
nator represented by a single tuned circuit with a 
half-power bandwidth of BII cps, the phase shift 
¢ (t) caused by a small frequency variation around 
the resonant frequency is approximately 

¢ (t) �ci> (t)  /nBR. (40) 

Thus the phase condition for oscillations becomes 
1/ (t) - ( I /nBII ) ci> (t) = 0, (4 1 )  

whence 

This is a nonlinear different ial equation wit h  
random input that seems very hard to solve. 
However, some observations about t.he mean
square spectral density of ci> ( t) may be made. If, 
fOl" example, ¢( t )  was absent from the right-hand 
side of Equation 42, t hen the mpan-square speetral 
density of ci> ( t) would be equal to the spectral 
density of 7rB R[ V  n (t) / A J sinOn (t) ; that is, it 
would be white with a mean-square spectral 
density equal t o  (7rBR/ A ) 2No. The presen('e of 
¢ ( t) in the right-hand side will spread out the 
spectrum with a downward slope away from 

Mean 
Square 

Spect r a l  
Density 

FIGURE 7-7.-Mean-square spectral densities of phase and 
frequency fluctuations due to internal noise source. 
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W = O. Aside from the tendency for peaking at 
W = 0 [because of the spectral convolutions as
sociated with the nonlinearities inherent in (42 ) ], 
the general level of the spectral density of 
will be lower than CTrBRI A ) 2No. Since it seems 

cb U) 

reasonable to assume that this spectral density is 
approximately uniform over the frequency range 
of interest, we can express it as a 

a 
(7rBR/ A ) 2No, 

where is a positive constant smaller than unity. 
As in the case of the external noise, it is clear 

that the amplifier following the oscillator will 
limit the spectrum of cb (t) essentially to the fre
quencies up to Ba cps. The appearance of the 
mean-square spectral density of the phase and 
frequency fluctuations due to an internal noise 
source is shown in Figure 7-7. In the region where 
Si> (w) is uniform; the spectrum of the phase is 
given by 

The above type of oscillator instability can 
then be characterized by the following parameters : 

1. The mean-square spectral density 

a (7rBIII A ) 2No 

of the oscillator frequency fluctuations. 
2. The buffer amplifier bandwidth 2Ba. 

Multiplicative Noise Model 

The frequency of an oscillator always is some
what susceptible to variations in circuit param
eters. An ultrastable oscillator is, of course, de
signed so that the sensitivity to the parameter 
variations is very small. Considerable effort also 
is directed to keeping the parameters as constant 
as possible. Examples of phenomena that can 
cause parameter variations in an oscillator are 
temperature variations, voltage supply variations, 
current variations, magnetic field variations, 
mechanical vibrations, etc. These low-frequency 
processes essentially frequency-modulate the oscil
lator. Some of them (as, for example, voltage 
supply variations due to hum or periodic vibra
tions) are periodic functions and will thus yield a 
discrete mean-square spectral density for the 
oscillator frequency or phase fluctuations. The 
other processes usually have continuous spectral 
densities that decrease monotonically with 
frequency. 

The most common of the above processes are 
the low-frequency current fluctuations in the elec
tronic tubes and transistors used in crystal oscil
lators. This type of fluctuation is called flicker 
noise. 

= 

It has a spectral density of the form 
S� (w) (3/w, where (3 is a constant. Since the 
energy of the flicker noise must be finite, this 
spectral density must ultimately become flat as 
w-+O. Thus, the spectrum of the frequency 
fluctuations resulting from flicker noise can be 
characterized by the gross parameter (3. 

Loop-Controlled (APC and AFC) Oscillators 

There are two types of loop-controlled oscil
lators (Reference 1 )  that are of wide interest, 
namely, Automatic Phase-Controlled reference 
oscillators (APC) and Automatic Frequency
Controlled reference oscillators (AFC) . The per
formance of these systems in the presence of a 
strong reference signal is well known : the in
stantaneous frequency noise caused by relatively 
white input additive Gaussian noise is also 
Gaussian with a mean-square spectral density 
that rises as the square of frequency and is ul
timately bounded by the filtering effect of the 
driving filter in cascade with the low-pass equiva
lent closed-loop system function. 

It is of interest here to consider the situation 
in which the input reference signal, if any, is 
weak compared with the noise present. 

A Pe Oscillator-Consider the functional dia
gram of an APC loop shown in Figure 7-8. Let 

e in (t) = [E.+nc, ij (t) ]  cos[wijt+f(t) ]  

- nq.ij ( t) sin[wijt+f(t) ], (43) 

in which 

E. = constant amplitude of input reference 
signal, 

if; ( t) = instantaneous phase fluctuations of in
put reference signal, 

.�,( t )  
Variabte-

- Frequency r-Multiplier Osci l lator Output 
,.. ( V F O )  

� e, ( t )  i 
Low-Pass " p ( t )  Reactance 

Filter 
H,p(') Modulator . 

FIGURE 7-S.-APC oscillator. 
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and nc,if t and nq,ij (t) are instantaneous ampli
tudes of cophasal and quadrature components of 
the input noise, Also, let the oscillation be repre
sented by 

(44) 

Under the assumption of stable feedback opera
tion, and in the absence of spurious byproducts 
in the output of the multiplier, we have, with 
Wij = Wosc, 

(J..La) -'cbos<. ( t )  = { [I + E.-In' , ij( t )  ] 

X sin[� (t) - <Po,e (t )  J +Es-'nq , ;j (t) 

X cos[� (t) - <Posr (t) J I 0 hlp (t) , (45) 

where 0 denotes convolution and h1p (t) is the 
impulse response of the low-pass filter. The exist
ence of a feedback steady-state condition in which 
Equation 45 gives an adequate description of loop 
performance requires that 

I � (t) - <Posc (t )  I :::; 1r/2. (46) 

If a Jlerfect bandpass limiter operates on the 
surn of si!'.nal and noise before it is applied to the 
APC loop, Equation 4!) is replaced by 

(J..La) -'cbosr ( t) = h 1p(t) 

o sin[� (t )  +On , 'I ( t )  - <Posr (t )  J, (47 )  

where 

II . (t) - nq, iJ (t) 
Un " f  - t ,an -I 

c

. 
E.+n ,i

(48) 
f ( t) 

It is generally convenient to set 

(49) 

in which <Posc ,n ,d (t) combines all the distortion 
and noise products in the phase of t.he oscillat.ion 
and <Posc , . ( t )  represents a pure signal term given 
by �(t) 0 heq(t) , heq (t)  being the impulse response 
of the low-pass linear equivalent strong-signal 
model of the closed-loop system. 

When t.he input signal component is much 
weaker than the noise, Equation 45 can be re
duced to 

(J..La)-'cbo" ,n ,d(t) �hlp (t) 0 / E.-IVn" I ( t) 

X sin[On , ;f (t) - <PoBf ,n ,dU) J I ,  (50) 

( ) where 

(51 ) 

and 

(52) 
Formally, Equation 50 differs from Equation 42 
for the effect of an internal noise source only by 
the low-pass filtering effeet h1p (t) . 

The introduct ion of a perfect bandpass limiter 
to operate on the sum of signal and noise before 
the APC loop transforms Equation .10 to 

(J..La) -I¢osc ,n ,d (t) �

o 
h lp (t )  

sin [On , 'I (t) - <Pose ,n ,d(t) ]. (.53) 

To understand the significance of Equations 
50 and 53, we first not e that in this discussion 
we are concerned primarily with the situations 
in which either 

<Po8c ,n ,d (t) fluctuates much more slowly than 

or 

These (�ollditions correspond t o  an APC loop 
whose low-pass transmit t ance the phase of the 
oscillation attenuates strongly all 

to 
frequencies that 

are not much smaller than the bandwidth of the 
IF system preeeding the loop. 

Thus, under either of Conditions and .15, 
Equations 50 and 53 can be approximate

.54 
d by 

(J..La) -I¢osc ,n ,d(  t) �hlp (t) 0 [E.-IXq , ;f (  t) J (56) 

and 

Integration yields 

in the absence of prelimiting, and 

when the input. signal plus noise is prelimited. 
Equations 58 and 59 show that, irrespective of 
prelimiting or the lack of it, the APC loop treats 
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the noise presented to it in an essentially linear 
manner with an equivalent linear filter system 
function given by 

(60) 

as long as either of Conditions 54 and 55 is satis
fied. Note that Hoz (s) is the "open-loop" transfer 
function of the APC loop. 

Some remarks about the physical significance 
of the above results are in order. First, note that 
H Zp (s) / s has a pole at the origin as long as 
Hzp (s) is not allowed to have a zero there. The 
effect of this pole is to cause I Hoz ( jw) 12 to weight 
a nonzero noise density around 

manner. 
w 0 in a hyper

bolic Thus, even though 
= 

I Hzp( jw) /w I 
cuts off more rapidly than I Hlp ( jw) I at the 
higher frequencies, the behavior near W =O does 
not allow the integral that yields the mean
squared value of the output noise to converge. 
The physical meaning of this is that, although 
the mean value of CPo.e ,n ,d(t) will be zero, the un
boundedness of the mean square indicates un
bounded excursions that require a reexamination 
of Condition 55. Physically, the oscillation beats 
continuously with the input noise. Hl'avy filtering 
of the higher frequency noise beats by Hlp (S) /S 
causes CPose ,n ,d (t) to be rather slow compared with 
On , i/ ( t) , thus allowing the noise modulation of the 
oscillator frequency to have an essentially Gaus
sian character and permitting the approximation 
of (50) by (56) and (53) by (57) . The oscillato:' 
phase fluctuations wander out of step with the 
input noise fluctuations, causing the loop to 
treat the noise essentially in an open-loop manner. 
If the input signal component is much weaker 
than the noise, so that its contribution at the 
low-pass filter output is dominated by the noise, 
the loop will be unable to distinguish the signal 
from the equivalent of a weak noise component. 
No closed-loop control can therefore be established 
by the signal, and the oscillator frequency is 
modulated mainly by the Gaussian noise as 
filtered by the low-pass filter h lp (t) The effect of . 
this modulation of the oscillator frequency is 
known to cause the oscillator phase to stray in 
random-walk-like manner. But, even though the 
mean-square error in identifying the oscillator 
phase will diverge (directly, for random walk) 
with the length of the observation interval (be
cause of the cumulative action of the integration 

Variobfe-
e,.to Output e�, t ' )  Mixer 

FM 
Demodulator 

FIGURE 7-9.-AFC oscillator. 

in Equations 58 and 59) , the mean-square error 
in identifying the oscillator frequency will go to 
zero (inversely) with increasing length of the ob
servation interval. Comparison of (59) and (58) 
also 

oscillator 
A F

shows that prelimiting increases the noise 
level in 

e 
the 
O

output. 
scill
with 

ator-The functional diagram of an 
an automatic frequency control 

loop is shown in Figure 7-9. We assume that the 
closed-loop system can lock properly to the 
desired signal in the absence of noise, and let 
Cin (t) and cose (t) be described by Equations 43 
and 44, respectively. The AFC loop is assumed 
to be driven with no prior amplitude limiting of 
signal plus noise. Under these conditions, we 
further assume that the mixer delivers in the 
nominal passband of the loop bandpass filter only 
the beat components 

[E,+nc , i/ (t) ] COS[Wbpt+1f(t) - CPose (t) ] 

-nq,i/( t) sin[wbpt+1f(t) -CP08C (t) ], 

in  which Wbp= Wij-Wo8e= nominal center fre
quency of the bandpass filter within the loop. If 
an amplitude-insensitive linear FM demodulator 
and a linear feedback from the discriminator 
put to the instantaneous frequency of the VFO 

out

are assumed, we can show that 

(61 )  

where 

Ae(t) == [1 + E.-lnc , ;/(t) ] cos[1f(t) - CPo.e (t) ] 

- E.-lnq , i/ (t) sin[1f(t) - CPo8e (t) ], 

Ag(t) == [1 + E.-Inc, i/(t) ] sin[1f(t) - CPo.e (t) ] 

+E.-Inq,i/ (t) cos[1f(t) - CPo8e ( t) ], 



78 SHORT-TERM FREQUENCY STABILITY 

and hLP(t) is the impulse response of the lowpass 
analog of the bandpass filter. 

Now let the input reference signal be much 
weaker than the noise. Two cases are considered : 
In the first, we assume that 

! I/; ( t) -CPosc (t) I «1 . 

We then have from Equation 61 ,  

CP08C (t) �ka!3/bhlp(t) 

_l !nq , if(t)+nC. if(t) [I/;(t) - CP08CW] I ®hLP(t) 
® tan

! nc . if( . t) - nq , i/(t) [I/;(t) - CP08C(t) ] I  ®hLP(t) 

(62) 

If we introduce some additional assumptions, this 
expression can be simplified still further. For ex
ample, if the loop low-pass filter bandwidth is 
relatively "sharply" restricted to a value below 
one-half the bandpass filter bandwidth and if 
ka!3/b is not high enough to broaden the band
width of CP08C (t) above one-half the bandpass filter 
bandwidth, then 

CPo8c Ct) �kd{3/bhlp(t) ® tan-I {I/; Ct) -CPo8e (t) 

nq , i/ (t) ® hLP Ct)
+ 

n,· . 'i (t) ® hLP (t) 
} 

�kd{3fbhlp(t) ® [I/; (t) -CPo8e (t) ] 

+kaf3/bh1p(t) ® CPn .Lp (t) , 
where 

Rearrangement of terms yields (with uo (t) = 

unit impulse) 

[Uo ( t) +kaf3fbh1p (t) ] ®CPo8r (t) 

�ka!3/bhlp(t) ® [I/; (t) +CPn.LP (t) ], 

whence 

where heq, (I) is the impulse response of a linear 
filter with transmittance 

�d{3/bHlp(8) Heq, (s) = (64) 
1 +kd{3/bH lp(S) 

This system fUllCUOll di ffers froIl! the more COIll-

plete closed-loop system function associated with 
strong-signal models of AFC systems and fre
quency-compressive feedback demodulators only 
in that the transmission effects of the loop band
pass filter on the frequency fluctuations of the 
input reference signal have been neglected 
(Reference 1 ) . 

If instead of requiring ! I/; (t) - CP08C (t) ! «1 ,  we 
express CP08C(t) as a sum (see Equation 49) of a 
pure signal-modulation component CP08C ,S ( t) and 
noise and distortion component CPosc .n ,d C t) and 
require only that 

! I/;(t) - CP08C,8 ( t)  !max«l, 

then Equation 61 with the noise assumed much 
stronger than the signal leads to 

and 

CPo8c ,n ,d(t) �kd{3/bhlp(t) 

-1hLP (t) ® sin[cpn , ij (t) - CPo8e o n ,d (t) ]
® tan , (65) 

hu(t) ® COS[CPn . i/ (t) - CPo8c ,n .d Ct) ] 

where 

In each case, the phase fluctuations of the weak 
input phase reference are transmitted, filtered by 
heq, (t) , to the controlled oscillator phase without 
compression by the noise. However, in practice 
the FM noise impulses and the dips of the noise 
envelope below the drive threshold of the FM 
demodulator within the loop will prevent this 
FM demodulator from operating in the "ampli
tude-insensitive linear" manner assumed in the 
analysis. Moreover, the various factors that con
tribute to improper AFC tracking of signal plus 
noise all will be in evidence below the AFC noise 
threshold. Consequently, the comparatively severe 
disruptive noise effects may well completely mask 
the frequency fluctuations contributed by the 
input reference signal. 

Black-Box Approach 

In the black-box approach to the modcling of 
unstable oscillations, the source output is repre
sented in various frequel\(:y ranges by signal 
models whose properties fit. the properties of the 
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source output over the specified portions of the 
spectrum. This approach is useful because it pro
vides an alternate route to the characterization 
of source outputs with emphasis on the user 
needs. It also adds further insight into the mech
anisms of instability in the signal structure, 
provides representations that are particularly 
suitable for analysis in subsequent parts of a 
system, bypasses the difficulties of dealing with 
nonlinear differential equations by assuming ap
plicable signal representations or forms, and is 
naturally suited to the analysis of problems of 
spectral purity. 

A common way to explain how an oscillation 
comes about in a properly designed loop without 
visible "provocation" is to rationalize that un
avoidable random-current or voltage fluctuations 
in various parts of the loop provide an excitation 
in a feedback loop with sharp selectivity (deter
mined principally by the phase shift of a high-Q 
resonator) about the frequency of in-phase feed
back. The regeneration around the loop builds 
up the feeble provocation to a strong signal whose 
amplitude is limited ultimately by automatic 
nonlinear gain control action or by actual satura
tion. This, together with the fact that the re
generative loop selectivity is of nonzero (albeit 
small) width about the frequency of in-phase 
feedback, suggests that the resulting signal may 
actually consist of a band of Gaussian-like noise 
with or without a distinct sinewave at the center 
of the band. In the immediate vicinity of the oscil
lation frequency, the oscillation signal therefore 
may be modeled by a band of amplitude-limited 
Gaussian noise. 

Other models for representing the signal over 
various frequency intervals are : 

Sinewave plus Gaussian noise, 
Constant-amplitude carrier frequency-modu

lated by narrow-band gaussian noise, 
Sinewave plus one or more discrete-frequency 

components, 
Combinations of the above. 

Applicability of these various models depends 
on the origin of the signal. For example, if the 
signal is a processed form of an originally ex
tremely stable source, then frequency-processing 
adds noise with a bandwidth extending over at 
least 10 times the original source width of band. 

Therefore, sinewave plus Gaussian noise would be 
a good model. If, however, the width of the source 
band is not too narrow relative to bandwidths of 
later processing circuits, then the appropriate 
model may be 

1. A band of noise, if passive filters only are 

2. 
used for tone isolation ; 

A constant-amplitude signal frequency mod
ulated by noise if a phase-locked loop is 
used for "tone isolation. " 

We now discuss some of the above models to 
bring out their characteristic properties. 

Amplifude-Umifed Narrow-Sand Gaussian Noise 

If the center frequency is denoted Wo rad/sec, 
bandpass amplitude-limited narrow-band Gaus
sian noise may be expressed as 

el ( t )  = A l  coS[Wot+11 ( t) ], (66) 

where 11 (t) is the instantaneous phase of a Gaus
sian noise process and hence has a uniform dis
tribution over the range 

S�
1 11  1 :s; The mean

square spectral density (w) of 
7r. 
it (t) has been 

derived 
2, 

in a number of publications (References 
3, 4, and 5)  for rectangular as well as for 

Gaussian shapes of the spectrum before limiting. 
Il
lO

lustrat
(a) 

ive curves are sketched in Figures 7-
and (b) , (p=O) . It is interesting to observe 

the 1/w shape of S� (w) over a narrow frequency 
range surrounding w = 0 and extending principally 
over a few times the bandwidth of the prelimited 
process (defined by the resonator in the oscillator 
circuit) . 

The 
v'J, 
peak factor (p.f. ) � 

11 
of 11 ( t)  is readily shown 

to 
1 11 

be 
[ :S;7r 

whether is considered to range over 
or over O:S;11 :S;27r, modulo 27r. . 

The RF spectrum of this type of signal has also 
been studied (References 2 and 6) extensively, 
and is illustrated in Figure 7-1 1 .  

Sinewave Plus Gaussian Noise 

The properties of the resultant of sinewave plus 
Gaussian noise are well known (References 3 and 
7) . Of principal interest here are the following 
facts : First, under conditions of very high ratio 
of the mean-square value of the sinewave to the 
mean-square value of the Gaussian noise, the 
statistics of the phase and frequency fluctuations 
of the resultant signal are practically Gaussian 
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FIGURE 7-1O.-(a) Mean-square spectral density of instantaneous frequency of narrow-band Gaussian noise with a rec
tangular input spectrum (adapted from Reference 2) . (b) Mean-square spectral density of the frequency fluctuations 
.;,(t) of the resultant of sine wave plus Gaussian noise for different relative sine wave powers (adapted from Reference 5). 
(c) Same as (a) but for strong sine wave (note change in scale) ; B n is equal to half the noise bandwidth before limiting 
(adapted from Reference 5). 

and the mean-square spectral density of 
the phase fluctuations practically differs only by 
a constant multiplier from the sum of the positive
frequeney half and the negative-frequency half 
of the spectral density of the input noise, after 
both halves have been shifted down to w = O. 

If the amplitude-limited resultant of the sine
wave plus the Gaussian eomponpnt is expressed 
as in Equ'1tion (iii and e l ( t) is used to represent 
the output of an oscillator, the "initial" phase cP 
of the sillewave must be assumed to be uniformly 

second, distributed over - 7r � cP � 7r, since all values of cP 
are equally likely. Then the unconditional prob
ability density function p (1) of the total phase 
will also be uniform. However, the conditional 
probability density P(1)/cP) of the total phase 
1) ( t ) , given the phase cP of the sinewa ve, is shown 
in  Figure 7-1 2  for di tTenmt relative strengths of 
the sinewave. 

The mean-square spedral density S� (w) of 
� ( t)  is shown in Figures 7 lO eb)  and (c )  for the 
case ill which the lIoise spectral density before 
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limiting has a Gaussian shape. The shape of the 
input noise spectrum about the center frequency 
Wo is superimposed as a dashed curve on the low
frequency curves in Figure 7-1O (b) . 

It is interesting to note from Figure 7-1O(b) 
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FIGURE 7-12.-Probability density function of the total 
phase 1], conditioned on the phase <I> of the sine wave, 
for various strengths of the sine wave (adapted from 
Reference 5). 

that, outside the frequency range defined for each 
solid curve by the intersection with the dash
ed curve, the solid curve under consideration 
shows a l/w dropoff with whereas inside of 
this range the solid curve either 

w, 
flattens out or 

actually bends down as w�O. The mean-square 
spectral density always will have a nonzero value 
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FIGURE 7-13.-Spectral density (solid curve) of instantaneous frequency fluctuations reSUlting from combination of various 
instability mechanisms (arbitrarily chosen relative levels for illustration only) . 
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for W = O  because of the impulsive component 
present in the instantaneous fre uency of the 
resultant. (Only in the case of an infinitely strong 
sinewave is the spectral density strictly zero for 
zero frequency. ) In view of the extremely narrow 
postdetection processing bandwidths normally en
countered in applications of ultras table oscilla
tions, no dist inction between the impulsive com
ponent and the smooth component of the in
stantaneous frequency need be made. 

For a nonzero spectral density for i} (t) at w = O, 
the mean-square spectral density of 1/ ( t) is infinite 
at w = 0; this follows frolll the fact that the spec
trum of the phase is obtained by dividing the 
frequency Illodulation spectrum by w2• The in
finit e  spectral density for w = O  results in an in
finit e  ri l lS value of the phase in any frequency 
regions that ineludes w = O. These properties are 
charact pristic of a so-called random-walk process. 

Combined Effect of Various Mechanisms 

The various mechanisms of osci llator frequency 
instability modeled in t he preceding sect ions all 
may be expeded to be pres('nt in varying degrees 
in prad ical oscillatons. The net effect of the com
bined mcchanisms on the spectral density of the 
resul ting instantaneous frequency Hue(.uations is 
illustrated in Figure 7--1 ;{. 

Of the various parts of the overall curve i n  
Figure 7-1:3 ,  the part contained within 0 � w � 
27rBos< merits further explanation. By definition, 
Bos< is a measure of the "width" of the oscillation 
band and is determined by the shape of the 
nominally "infinitb-Q" select ivity curve for feed
back around the oscillat ing loop. In an ultrastable 
oscil lator, Bos" will be an extremely small fradion 
of a cps, perhaps corresponding to periods of 
hours, days, or longer. The scale 

(0 
of Bo.,,, in Figure 

7-1;{ is greatly exaggerated illustrat e a guess 
about what the heretofore unllleasured part of 
the spe('( ral density SoP (w) might look like. The 
suggest ed ext ensions of the curve of SoP (w) toward 
w = 0 an' based OIl a model of t hi' oscillat ion as a 
sillewav{' plus a band of Gaussian noise arising 
from t he various irregulari t ies of t he eleetronic 
phenom('/\a associat pd wi t h  t he loop component s  
and shaped sped ral ly by t iw spleet ivity of the 
feedback under ('ondi t ions of sustained oscillation . 

q Two significant consequences of such a physically 
motivated 

1 .  
model are : 

The ultimate "linewidth" of the oscillation, 
as gauged by Bose, is nonzero. This causes SoP (w) 
to have a nonzero value at w = 0, thus accounting 
for the inherent random-walk phenomenon in un
locked oscillators. SoP (0) = 0  (and hence the 
random-walk effect is absent) only if the oscilla
tion is perfectly self-coherent ; that is, its ultimate 
l inewidth Bose is zero. 

2. The extremely slow Huctuations of the ex
tremely narrow band of noise representing the 
ultimate oscillation signal are practically indis
tinguishable from the slow multiplicative noise 
phenomena (Hicker noise, ete. ) .  If one were to 
filter out the Hicker and related noise effect s  
within the loop b y  SOme high-pass filtering act ion , 
hyperbolic behavior of the spectral density of the 
frequency Huctuations immediately beyond w = 
27rBosc should persist. 

MEASUREMENT OF OSCILLATOR 

INSTABILITIES 

Any theoret ical charaeterization of oscillator 
instabilities is of l ittle practical value if some effee
tive means cannot be devised to measure the perti
nent parameters or properties brought out by the 
characterization. In this seetion, we examine the 
measurement problem for the purpose of de
veloping satisfactory means for measuring the 
principal characteristics of unstable oseillat ions. 
The importance of the Rt<' speetrulII of the ent ire 
oscillator signal and of the mean-square spect ral 
density of only the frequency fluct uat ions of the 
oscillator signal for different applica( ions has 
been discussed in previous sect ions. Rome general 
aspeets of RF speetrum measurement are pre
sented in this sec tion. However, ill view of the 
fact that frequency instability is the subject of 
paramount interest in this paper, major att ent ion 
is directed to t he measurement of the spect ral 
densities S</> (w) and SoP (w) of the instantaneous 
phase and frequency fluetuations. We shall 
identify the features that should be exhibi ted by 
techniques for measuring these spect ral densi t ies, 
and then out line the forlll and dis(,uss the part icu
lar technique that is most suitable. We shall COlll
pare t his technique with t hat most commonly 



CHARACTERIZATION, THEORY, AND MEASUREMENT 83 

advocated and employed by others. Finally, we 
shall point out the general limitations of all ap
proaches to the measurement problem that exist 
at the present time. 

Representation of Oscillator Signal 

In general, a perturbed oscillation signal may 
be expressed in the form 

e (t) = A (t) cos[2'II}t+<p (t)  ], (67) 
where A (t) is the amplitude of the signal, ] is 
the constant long-time average frequency, and <p(t) 
embodies the instantaneous phase fluctuations 
with zero long-time mean. It is important to ob
serve the emphasis made here on long-time 
averages. In the second section of this paper, we 
treated a typical "one-shot" measurement in 
specified applications and emphasized that the 
error due to instability would, strictly speaking, 
result only from changes in the continuing oscil
lator signal that would cumulate during the time 
separation between the two compared samples of 
the oscillation. For that reason, we employed a 

1> 
representation of the oscillation phase in which 

(t) = 0 at the time of the first sample ; namely, 

where 10 = instantaneous frequency at the time 
of the first sample. The difference between the 
two representations is philosophically important, 
although it may turn out to be of no practical 
significance in a number of applications. Thus, if 
for the time being the <p (t) associated with 10 is 
denoted <Po (t )  and that with ] is denoted <P-Ct) 
then over a very long time interval (assuming the 

, 

instability process to be at least wide-sense 
stationary) 

(68) 
since 1>- (t) = 0 and j = ], where the over bar de
notes "long-time average. " This suggests that 10 
may not be convenient to work with for general
purpose measurement of the characteristics of 
oscillator frequency instability, because it is too 
tied down to the timing of the first sample in a 
specific one-shot application, and it may be ex
pected to vary randomly from "one-shot" to 
"one-shot" in a sequence of application measure
ments. Consequently, for the purpose of general-

purpose measurements of oscillator frequency in
stability characteristics, the representation 

21f}+<p (t) 
is preferable. The effect of the use of such general
purpose data in the computations of a specific 
application that entails a sequence of individual 
one-shot comparisons of time-spaced samples of 
oscillator phase or frequency is a problem in the 
well-developed field of statistical sampling, and 
therefore will not be considered here. 

RF Spectrum Measurement 

Direct spectral analysis is the most obvious 
way of measuring the RF spectrum of an oscil
lator signal. This technique has instrumentation 
problems that are treated extensively in the 
literature. In order to avoid these difficulties, it is 
frequently supposed that the RF spectrum can be 
determined in a straightforward manner from the 
spectrum of the instantaneous frequency fluctua
tions, S,p ( )w . The supporting argument is based 
on the assumption that the phase fluctuations 
caused by the frequency instabilities are suffi
ciently small so that only the first-order RF side
bands will be significant. We now shall show that 
the preceding assumption about the effects of the 
instabilities is untenable and hence that the RF 
spectrum is not related in the usually assumed 
manner to S,p ( )

Starting with 
w

the 
. 

representation in Equation 
67, we assume that the AM effects are negligible. 
Trigonometric expansion yields 

e ( t) A [cos<p (t)  cos21f}t - sin<p (t) sin211}tJ (69) 

If it 

= 

can be assumed that 

<p2 (t) «1 ,  (70) 

then we can write 

e (t) �A [cos211}t- <p(t) sin211}t], (71 )  

which represents the so-called low-modulation
index approximation to e (t) . This shows that the 
spectrum of e( t) would consist of a spectral line 
at w = 21f}, plus the spectrum of <p (t) translated 
to this carrier frequency. 

It is well known, however, that <p(t) always 
exhibits the characteristics of a random walk, 
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so that 
(72) 

and the rms value of lj>(t) is unbounded. Thus � Condition 70 never holds, and the phase fluctua
tions of the carrier cannot be assumed to be 
sufficiently small so that Approximation 71 is 
valid. Severe spectral spreading results from the 
highly nonlinear modulation characteristics indi
cated in Equation 69. Effects of AM that we have 
thus far neglected may also be present. Hence, a 
simple, unique relation between the spectrum of 
the frequency (or phase) fluctuations of an oscil
l�tor signal and the RF spectrum of the complete 
signal cannot be established. 

Fundamental Properties of Satisfactory 

Measurement Systems for Sof> {w) and S", {w) 

The first
) 

requirement for measuring Sof> (w) 
and S", ( . 

w IS to extract lj>(t) and cb (t) for direct 
examinati?n, free of the effects of 271}t and A ( t) . 
Other desired characteristics of the measuremen t 
te�hnique are sensitivity and accuracy, sensitivity 
belllg the more important because it bears on 
t�e observability of the fluetuations sought. 
Flilally, provisions for monitoring the measure
ment errors are desirable. 

We can evolve the basic structure of the meas
urement system by considering how to realize 
the above properties. By forming the product of 
two oscillator signals, we can obtain a signal 
ed ( t )  such that 

where the sUbscripts refer to the individual oscil
lators, at t�e sacrifice of including the instability .of two OSCillator Signals in each measurement. 
Providing that the statistical independence of all 
oscillator signals is assured, two-at-a-time meas
urements on three members of a given class of .OSCillators are sufficient to determine the deviation 
spectra of each. In the limit as ]1-]2 approaches 
zero, the product operation becomes synchronous .detectlOll. If the inputs to the detector are 
quadrature, Equation 73 becomes 

m 

where 
(75) 

providing fllj> (t) is sufficiently small. The resulting 
signal can be processed to yield the power spec
trum of fllj> (t) , Sa</> (w) by several means. Differ
entiation of (t) results in a signal that can be 
processed for 

ed

Sa", (w) . Because of the expected 
shapes of instability spectra for a highly stable 
oscillator, Sa", (w) should be measured for spectral 
regions of relatively small w, and Sa</> (w) should 
be measured for relatively large w. 

The assurance of synchronous detection of 
quadrature signals establishes a self-error evalua
tion property for the system. If one signal is 
introduced at both inputs (except that one input 
is shifted 90 degrees in phase) to the detector, 
the power spectrum of the resulting output signal 
should be uniformly zero. A residual spectrum 
produced by the measurement circuitry will 
result, however, from the noise and distortion 
that arc not completely crosscorrelated at the 
inputs to the detector. Evaluation of this residual 
spectrum establishes the measurement error as 
well as the effective measurement sensitivity of 
the system. Inasmuch as the introduction of one 
signal as an input to both signal channels of the 
system can be accomplished at any point before 
the detector, the residual spectrum contributed 
by predetection gain circuits such as amplifiers 
and multipliers, as well as frequency synthesizers 
that convert atomic resonance frequencies to 
standard outputs, can be measured in this way. 
Thus, we can provide additional gain, and perhaps 
sensitivity, by incorporating multiplication tech
niques before the detector. 

Since both oscillator signals must be inde
pendent ,  the inputs to the product device are not 
guaranteed to be coherent or in quadrature. 
However, a system that ensures these necessary 
relations without affecting the independence of 
the signals has been conceived and analyzed by 
ADCOM, Inc. 

The limitations of this type of system are the 
state of the art in circuitry required for its im
plementation and the general problem of spectral 
analysis of real-time data. 

It is our opinion that this spectrum measuring 
technique does not suffer in comparison with 
any others. In some cases, it displays significant 
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advantages. We shall compare it with the period 
counting technique as an example of other meth
ods for measuring the frequency instabilities of 
oscillators. 

Period Counting Techniques 

We shall consider the common technique of
period measurement with a counter, although our
arguments will pertain to the whole class of meas
urements that incorporate a moving-average 
calculation. 

A standard period counting test setup is shown 
in Figure 7-14. Two independent oscillator 
signals, e1 ( t) and e2 (t) , are mixed to produce a 
beat signal eb (t) whose average frequency is 
much lower than that of the input signals. In
this way, much of the average value contamina
tion will be removed. eb (t) is introduced as a 
triggering signal to a gate in the counter. At one 
zero-crossing of eb ( t) ,  the gate opens to pass the
high-frequency counter oscillator signal ee(t) , 
which is "accumulated" or counted in the counter
register. After an integral number of periods of
eb ( t) , the gate is closed and the total count is
read. As the period of ee (t) will be a simple decimal
fraction of a second, say 0. 1 microsecond, the
counter will display the total number of 0. 1 
microseconds that equal the integral number of
eb ( t) periods. We define the length of time the
gate is open as T. Usually several consecutive
measurements of length T are made, and the
resulting data are reduced to yield the average
value and the mean-square deviation of the ac
cumulated periods. The rms value of the devia
tion divided by the average of the period accumu
lated in a time T is called [ (  T) , the frequency in
stability in a time T of an oscillator signal. The
assumption here is that the normalized rms devia-
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FIGURE 7-14.-A standard period counting test setup. 

tion of frequency is essentially equal to the 
normalized rms deviation of period, which is 
valid for highly stable oscillator signals. 

Existing literature describes the sensitivity of 
measurement of this technique in terms of the 
imperfections of counters (Reference 8) . Here 
we are interested in comparing this technique 
with the spectral measurement we advocate. 

In the first place, the two techniques measure 
different quantities, so we shall start by relating 
these quantities. Let us assume a perfect counter 
with such a high internal oscillator frequency 
that we can consider the period accumulation to 
be a continuous time process. In addition, let us 
assume that the display has so many digits that 
we can resolve the deviation in period by meas
uring one oscillator signal directly, instead of the 
beat between two oscillators. Let us represent 
the oscillator signal as in Equation 67. Then we 
may define the instantaneous frequency of the 
oscillator signal jet) as 

!(t) = f+o!(t) , (76) 

where f is the average value and o!(t )  the devia
tion from it. We can define the instantaneous 
period of the signal as T( t) , such 

; 
that 

T (t) = T+ o T( t) (77) 
and, by definition, 

T(t) = l/!( t)

We can show that 
. (78) 

N (T, t) = 
fl+T 

T(fJ.) dfJ., (79) 
1 

where N (T,  t) is the accumulation in the display 
for a given count of length T. Following the same 
procedure as in the 

+
second section, we can show 

that as a consequence of Equation 79 
- [ 1 f oo 

- 00 

sin2 (wT/2) ]1/2 
[ (T) = (2711)-1 S,p (w) dw 271" (WT/2) 2 

(80) 

Having established the relation between the 
two measured quantities, we are in a position to 
make three comparisons : 

1 .  S,p (w) is a more fundamental parameter than 
leT) . Given S,p (w) , Equation 80 shows that [ (T) 
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can easily be calculated from it. Reversing the 
process would i ndeed be difficult. Only after we 
have specified a form of the spectrum with a small 
number of parameters, such as 

S.j, (w) = (a/w) +b +cw2, (81 ) 

can we obtain spectral information from I ( r ) . 
Then, by solving Equation 80, we could obtain 
I ( ) r in terms of complicated functions of a, b, c, 
and w. The three chosen parameters could be 
evaluated through a high-order least-error curve 
fit to I (r 

) 
) .  Evpn 

l(r)
so, 

, 
this is not a direct. calculation 

of S.f, (w from inasmuch as S.f, (w) has been 
forced to conform to a preconceived notion whose 
validity may be questioned. For evaluation of a 
variety of applications from one basic test, 
must compute S.j, (w) . 

WP 

2. I (r) may well be ambiguous in that there 
may 

I 
be an additional degree of freedom inherent 

in (r) that is not a property of the oscillator. 
To illustrate this second point, before listing 

point (3) , let us consider the simple spectral den
sity S� (w) = cw2• Then Equation 80 reduces to the 
square root of the area under the curve shown in  
Figure 7-15.  

The area under the curve is infinite. But ,  in  a 
real situation, there will be some filtering in a 
measurement system that will band-limit S.f, (w) . 
Let us assume that this filtering is approximately 
rectangular with a rather wide bandwidth, such 
that 

wa» 27r/r, 
wlwre is the eut off radian frequency of the 
filter. In 

w" 

this case, the curve shown in Figure 7-
15 will go t.hrough many cyeles as w approaches 

wa. The area will then be approximately the 
average value of the curve multiplied by 2w". 
Thus, 

This result shows a familiar 1/r shape, but the 
presence of Wa makes Equation 82 unspecific 
about c. Thus, any description of I (r) must con
tain the effective filtering characteristic as addi
tional information in the data. In general, we 
cannot expect I (r) to remain unchanged if the 
bandwidth of the 

(r) 
measuring system is changed. 

Thus, a direct I measurement may not provide 
a specification of the oscillator alone and is gen
erally unacceptable as a general-purpose specifica
tion of the oscillator frequency instability. 

Others have shown that the moving average or 
"rectangular time window" that describes the 
period counting techaique is an i nefficient and 
relatively unstable operation for determining the 
power spectrum of a process (Reference 9) . 

3. The period counting technique is not self
checking. In the section on "The Fundamental 
Properties of Satisfaetory Measurement Systems 
for S<J> (w) and 8.' (w) ," we showed that the deter
mination of the residual spectrum of the test equip
ment requires the i ntroduetion of two identieal, 
completely crosscorrelated input signals to the 
equipment. It is  obvious that this is useless in the 
case of a period measuring system such as illus
trated in Figure 7-1 5, because the system requires 
presenee of a beat. frequency output. from the 
the mixer. (A modified period-counting technique 
that avoids this difficulty has been described by 
Cutler, see Paper 8, these Proceedings) . 

In sOllie applieations, operations that are in
distinguishable from the basic period eount ing 
operat ion arc actually carried out. For these ap
plicat ions, period eount ing is definitely a useful 
testing method provided that it is designed as an 
accurat.e imitat.ion of the event ual operat ions. 
More generally, period-eounting tests Jllay be 
designed to imitate a widp variety of spot 
u.rements 

1nrQS
in specific applications. In t his rpgard, 

period ('ounting ean be exploi t ed as a useful 
simulation tool. But outside of these rather re
stricted cir('umstanees, data on oseillator insta
bility obtained by the period-eounting technique 
arc practically useless. 
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General Limitations of Spectral Measurements of 

Phase and Frequency Fluctuations 

As stated previously, the general limitations of 
the measurement of oscillator frequency insta
bility are those of extracting spectral information 
from real-time signals. Thus there are upper and 
lower limits on the magnitude of w for which 
spectral information can be obtained. Since the 
analysis of oscillator frequency instability effects 
in coherent ranging and related systems involves 
integration of S4> (w) around w = O, the lower limit 
is far more important. This limit is caused by the 
extreme averaging time required to resolve the 
spectra close to the origin, and the complicated 
nonstationary statistics of oscillator drift phe
nomena. Some authors have attempted to estab
lish a lower limit on the magnitude of 

oscill
w related 

to the total time that an ator can be operated 
without recalibration (References 10 and 1 1 ) .  
The assumption is made that this lower limit 
bounds a region of the spectrum centered about 
the origin over which integration for analysis 
will not be needed, as the oscillator will not be 
operated for intervals longer than the time cor
responding to this bound. This extension toward 
w = O  of resolution in the spectrum of frequency 
instability is worthy of further effort. 
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Precision quartz oscillators have three main sources of noise contributing to frequency fluctua
tions : thermal noise in the oscillator, additive noise contributed by auxiliary circuitry such as 
AGC, etc., and fluctuations in the quartz frequency itself as well as in the reactive elements as
sociated with the crystal leading to an 1-1 type of power spectral density in frequency fluctuations. 

The influences of these sources of noise on frequency fluctuation versus averaging time meas
urements, using the multiple-period beat frequency measuring technique, will be discussed. The 
1-1 spectral density leads to results which depend on the length of time over which the measure
ments are made. 

The characteristics of atomic standards using a servo-controlled quartz oscillator will be dis
cussed. The choice of servo time constant influences the frequency fluctuations observed as a 

function of averaging time, and should be chosen for best performance with a given quartz oscil
lator and environmental condition. 

The purpose of this paper is to present some of 
the theoretical and practical aspects of frequency 
fluctuations in frequency standards and their 
measurement. The main sources of noise in oscil
lators and their influences will be discussed. 
Several of the techniques for making fluctuation 
measurements will be analyzed. 

The f-1 spectral density of frequency fluctua
tions in oscillators requires special attention. The 
fluctuations in an oscillator servo-controlled by 
atomic devices also will be described. 

No attempt will be made to make the mathe
matics rigorous. 

DEFINITIONS 

The signal from an oscillator may be described 
by 

f(t) = A (t) cos[wot+cI> (t) ], ( 1) 

where f(t) represents a voltage or current, A (t) 
and cI> (t) are slowly varying real functions of 
time, and Wo is a constant. A (t) is the variable 

amplitude of the signal and does not contribute 
to frequency fluctuations. The time origin and 
Wo are chosen so that 
and I cI> (t) I � c < 00 

cI>(t) has zero time average 
for all time t where C is 

some positive constant. These conditions simplify 
the mathematics (but will have to be relaxed 
later) . The instantaneous angular frequency is 

wet) = (d/dt) [wot+cI> (t) ] = wo+ 4> (I) . (2) 

In all that follows we will refer to angular fre
quency as frequency. The 

TI2 
average frequency is 

(w(t) ) = 
T-+oo 
limT-l J-T/2 

wet) dt 

1. cI>( T/2) - cI> ( - T/2) 
= Wo+ 1m 

T-+oo T 

= wo· (3) 
Therefore, cI>(t) is the instantaneous phase angle 
of the oscillator with respect to an ideal oscillator 
of frequency "'0, and 4> (t) is the instantaneous 
frequency departure from woo Let 4> (t) =n (t) . 

9 8
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The frequency departure averaged over time r is 

(nT ( t ) ) = (1)T (t) ) =r-1 
I+T/2 It-T/2 <i> (t') dt' 

= r-l[4>(t+r/2) - 4>( t-r/2) ]' (4) 
(Q ) signifies the average (time or statistical) of 
Q, and (QT ( t) signifies the finite time average 
at time t :  

(QT( t )  ) = r-1 
t+T/2 It-T/2 net' ) dt' . 

The phasc averaged over time t+T/2 r is 

(4)T ( t )  ) = r-I It-T/2 4> (t' ) dt' . (5) 

The phase difference over time r is 

.:l4>T (t) = 4>(t+ r/2) - 4>( t-r/2) = (nT ( t ) r ). (6) 

Rif>(r) = (4)(t+r/T/2 2) 4> (t-r/2) ) 

=lim T-I J-T/2 4>(t+r/2 ) 4> ( t - r/2 ) dt (7 ) 

is the autocorrelation function of the phase. 
Similarly, Ro. ( r) is thc autocorrelation function 
of the frequency departure. Writing these both 
as functions of r only implies that 4> and Q are 
stationary in the wide sense (Reference 1 )  . 

Sif> (w) = i:Rif> (r) exp ( - iwr) dr 

(8)  

(9)  

so that Sif> ( w) and Rif> (r) are Fourier transforms 
of each other ( Reference 2) , where Sif> (w) is the 
power spectral density of the phase (we use the 
two-sided power spectrum) . In the same way 
Rn (r) and So. 

S
(w) are Fourier transforms of each 

other, where o. ( w) is the power spectral density 
of the frequency departure. 

A useful measure of fluctuation is the standard 
deviation u. 

u (X) = [ « Y - (X » 2 )]1/2 = (  (X2 ) - (X )2) 1/2. 

( 10)  

The standard deviation of the various quanti
ties defined earlier can be written in terms of the 
autocorrelation fUllctions ( References 3 and 4) 
(sec Appendix A) : 

= Standard deviation of aver-
age phase, ( 1 1 )  

U[.:l4>T (t) ] = 1 2[R/I> (0) - Rif> (r)  ] j I /2 

= Standard deviation of phase 
difference, ( 1 2) 

U (nT (t) ) = r-1 1 2[Rif>(0) - Rif>(r) ] j I/2 

= Standard deviation of aver
age frequency departure, ( 13)  

= Standard deviation of  aver-
age fraetional frequency 

departure. ( 14)  
The last two may equally well be written in 
terms of Rn (r) : 

(2fT 
u (nT (t » = 

1/2 
� 0 Ro. (r ' ) [l - (r'/r) ] dr' ) , 

( 1 5) 

W
1 
o 
(2f0 T 1

U[ (QT( t) /WO] = - - Ro. (r') [I - (r'/r) ] dr' 
/2 ) . 

r 

( 16) 
Also, we have : 

= Standard deviation 

( f
of phase

1/2 
, ( 17 )  

u[n (t ) ] = [Ro. (0) ]1/2 = 11"-1 0 oo So. (w) dw )

=(1I"_1�00 /2 W2Sif> (w) dW}
= Standard deviation 

of frequency. ( 1 8) 
The preceding formulas hold for wide-sense 
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stationary random processes or for time functions 
which have stationary means and autocorrelation 
functions which depend only on the time dif
ference r. 

MEASUREMENT TECHNIQUES 

There are several well-known techniques for 
making measurements of some of the standard 
deviations described above. Some of these will 
now be considered. 

1 .  Multiple-Period Measuring System : The gen
eral system is shown in Figure 8-1. Two signal 
sources, slightly offset in average frequency, feed 
two identical channels through optional fre
quency multipliers to a phase detector. The dif·· 
ference frequency contains all the phase informa
tion and is used to trigger the Schmitt trigger at 
the zero crossings. The period (or mUltiple period) 

f the sharp leading edge of the Schmitt trigger ?
IS measured by the counter, displayed by the 
analog recorder, and each measurement printed 
out on a digital recorder. 

The theory behind this technique is as follows : 
Oscillator number 1 has output 

VI (t) = A1 Ct) cos[W1t+<I>l (t) ]. 

Similarly, oscillator number 2 has output 

V2 (t)  = A2(O COS[W2t+<1>2 (t) ]. ( 19) 

In the . frequency multipliers the amplitude 
changes get removed by limiting processes (if 
they are carefully designed, there can be l ittle 
conversion of the amplitude changes to phase 

CSC, II 

r - ..., 

VI {tJ 
I FR£OU£NCV I VI (1J 

MuLTIPLIER 

I X n  I 
L _ _  .J 

r - - - -, 
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FIGURE 8-1 .-Multiple-period measuring system. 

changes) . After multiplication, the signals are : 

Vi' (t) �Al cos[nw1t+n<l>l (t) ],  

(20) 

It is well known that both the instantaneous 
phase and the average frequency are multiplied 
by the factor n (provided the multiplier has 
sufficient bandwidth to encompass the full spec
trum of the nth harmonic) .  The phase detector 
behaves as a multiplier. Its output is 

Vo (t) .�Vl' (t) V2' (t) (AIA2)  

X (cos I n[w1 +w2]t+n[ <1>1  (t) +<1>2 ( t ) ] }  

+ cos I n (  W1 -(2) t+n[ <1>1 (t) - <I>2(t )  ] } ). (21 ) 

The sum frequency is filtered out, leaving only 
the difference frequency term. If the two signal 
sources have exactly the same statistics for <l>1(t) 
and <I>2(t) but are uncorrelated , then all the 
fluctuation can be assumed to be in one channel 
V'l times as large as that channel alone, wbile the 
other channel can be assumed perfect. Let 

(22) 

Then the signal which feeds the Schmitt trigger is 

Vo/ Ct) =t(AIA2) cos[n .lwt+n<l>(t) ],  (23) 

where <I> (t)  =<I>l(t) -<I>2 (t) . The Schmitt trigger 
gives a sharp pulse out each time the signal 
crosses zero going in, say, the negative direction. 
This occurs for t such that 

n .lwt+n<l>(t) = !7r+27rM, 

where M is any integer. Suppose the counter is 
set to count N periods and the gate opens at 
to such that 

n .lwto+n<l>(to) = !7r. 

The gate will close at lo+T such that 

n .lw (lo+r) +n<l> (to+r) = !7r+27rN. 

Subtracting the first from the second, we get 

n [.lwr+<I> (to+r) -<I> (to) ] = 27rN. (24) 

Let 

r (27rN/n .lw) .lr ""ro- .lr, 

ro = (27rN/n .lw) . (25) 

Then 

<I>(to +r) - <I> (io) = .lw .lr. (26) 
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II x X 

� � 

Sincc T is not constant, the time difference AT 
between successive measurements is not constant; 
but, if Llw AT«l and 4>(to) AT« l,  then only very 
small error is caused by replacing <I>(tO+T) by 
<I> (lo+To) . The process of averaging over many 
measurements helps here. The multiple-period 
technique thus measures essentially <I> (t+TO) 
<I>(t)  = Ll<l>T. ( t) . Therefore, 

(27) 

Almost any desired averaging time TO can be 
obtained by varying N, n, or Aw. By making 
many measurements of T in succession, the stand
ard deviation may be estimated as 

m m 

o �Aw[m-l LTi2- (m-l LT,) 2]112, (28) 

where T, is tqe ith measurement and m is the 
total number of measurements, which should be 
large (of the order of 1(0) to give a good esti
mate. It is wise to remove the drift during the 
observation time by subtracting the best straight 
line based 

= 

on a least-squares fit from the data. 
For m= 100, this leads to 
o{A<I>T.(t) ] Aw l [1/ (99.99 X 106) 

100 
] 
100 

X [999900 LT,2_ 40602 ( LT,) 2 

100 100 100 
- 12(  LT.i) 2+1212( LT,i) ( LT,) J ) 112. (29) 

i-I 
The order of the data must be preserved for this 

formula. The other quantities of interest, such 
as Equations 13 and 14, may be estimated from 
Equation 29 in an obvious way. The subtraction 
of the best straight line corresponds to filtering 
out the low-frequency fluctuations, as will be 
discussed later. 

Figure 8-2 shows a block diagram of a versatile 
system which allows the two oscillators to have 
zero offset. This feature allows the system noise 
to be evaluated by feeding both channels from 
one source . The offset is obtained by the fre
quency synthesizer, whose fluctuations do not 
degrade the measurement much since the oscil
lator fluctuations have been multiplied by 1840 
times in the 20-Mc difference frequency before 
the comparison is made. Figure 8-3 shows some 
typical results obtained with this system. 

From a practical standpoint the multiple-period 
system gives good results over a range of T from 
about 10-4 sec to as long as is desired. The tech.;. 
nique is particularly good for times greater than 
10-2 sec. 

2. Phase Detector Techniques : Figure 8--4 shows 
a typical phase detector or multiplier technique. 
If the two signals are identical in frequency and 
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FIGURE 8--3.-Measurements with multiple-period system. 



placed in quadrature, they may be represented as 

Vl(t) = Al(t) cOS[Wot+ <I>l (t) ], 

(30) 

The product coming from the phase detector is 

Vo (t) = Vl (t) V2 (t) = ![Al (t) A2 (t) ] 

X {sin[2Wot+ <I>2 (t) + <I>l(t) ] 

+sin[ <I>2 (t) - <I>1 (t) ] I .  (31) 

As before, the sum frequency term is discarded. 
If <I>2 (t) and <I>l(t)  are small, then 

If the variations in Al and A2 are small-as is 
usually the case-they may be neglected, and 
the phase detector output is essentially the dif
ference between the instantaneous phases. Both 
signals may be heterodyned down to a convenient 
low frequency by means of two mixers and a 
common local oscillator. Because the approxima
tion of small angles 

practically always fails for the very low frequency 
components of <I>2 (t) - <I>l (t) , this technique is not 
good for very low frequency fluctuations. The 
phase detector output may be analyzed· by a low
frequency narrow-band wave analyzer to estimate 
the spectral density of the phase S� (w) directly. 
If the low-pass filter is omitted, then the rms 
voltmeter reading gives an estimate of U[<I>2 (t) 
<I>l (t) ], provided the system has been calibrated 
in voltage versus phase difference. This may be 
accomplished by making one of the signals small 

OSC. '1  VI 

I 
PHASE V' OPTIONAL 

DETECTOR 0 RMS 

-- LOW-PASS f----(MULT��LIER) FILTER 
VOLTMETER 

OSC. 12 V .  I 
WAVE 
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FIGURE 8-4.-Phase detector system. 
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and offsetting it in frequency. Introduction of the 
low-pass filter produces two effects : First, the 
spectral density of the phase fluctuations is 
limited on the high-frequency end by the filter ; 
second, the filter performs time averaging over 
a time roughly equal to the reciprocal of the 
band pass in radians per second. The system then 
gives an estimate of u (<I>T(t» for the phase 
fluctuations passed through the low-pass filter. 
Several systems of this general type have been 
described elsewhere (References 5 and 6) . 

The phase detector method thus gives estimates 
of SIt(w) , u[<I> (t) ] for all but the low-frequency 
components of <I> and an estimate of u (<I>T(t) > for 
the phase after modification by a low-pass filter. 
The technique works well for high-frequency 
components and, with the narrow bandwave 
analyzer, furnishes an excellent means of studying 
the power spectral density of the phase. 

3. Elapsed-Phase-Difference Method : Figure 8-5 
shows a simple elapsed- phase-difference method 
block diagram. The two signals are heterodyned 
down by means of a common local oscillator to a 
convenient low-frequency suitable for the re

fixed 

solver-type phase shifter. The servo system main
tains the output phase from the phase shifter in 

relation to the phase in the other channel 
Consequently, the phase shift introduced by the 
phase shifter is equal to the relative phase dif
ference in the two channels. Since the relative 
phase is preserved in the heterodyning process 
it is equal to the relative phase of the two 
lators. A system of this type has been used 

oscil
by 
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J. Barnes at the NBS Laboratories in Boulder. 
The phase shift may be read electrically by an 
optical shaft encoder and thus fed directly to 
computation devices. If the phase is read at 
intervals of time T, this technique gives an esti
mate of A<I>T(t ) . However, because of the slow 
speed of the servo and the low comparison fre
quencies involved, the high-frequency components 
of the spectrum are lost. The system thus works 
well for large T (T�lOO sec or greater) .  If the 
signals being compared arc at 5 Mc and the re
solver can be read to 0.00.5 of one revolution, the 
resolution is 10-9 second, giving 

1000 
a sensitivity of 

10-12 in a-[ (�1r ( t) )/wo] for a T of sec. 

NOISE IN OSCILLATORS 

Practical oscillators appear to have three main 
sources of noise contributing to frequency fluctua
tions : ( 1 )  thermal and shot noise in the oscillator 
itself, which actually perturbs the oscillation ; (2)  
additive noise associated with the oscillator and ac
cessory circuits, such as AGe and amplifiers, which 
docs not perturb the oscillation but is merely 
added to the signal ; and (3) fluctuations in the 
resonator frequency either in the resonator itself 
or due to circuit parameter changes influencing 
the resonance frequeney. The frequency fluctua
tions of an oscillator due to the last-mentioned 
source appear to have an f-I power spectral 
density (Heference 7) . 

In oscillators used for precision frequency 
standards, great care is taken to couple very 
lightly into the oscillating circuit ; and, because 
of the nonlinearity of the resonator, it is necessary 
to stabilize the oscillation at a very low poWCl· 
level (typically about 10-7 to 10-6 watt) . As a 
consequence, the noise of the amplifiers following 
the oseillator is the predominant factor for 
fluetuations involving times of the order of 0 . 1  
sec or less. 

Assume the additive noise is band-limited by a 
narrow-band filter with transfer function, 

f e" 

I 
w ) � , (33)  

l +i[(w-wo) /wI] 

where is  the half bandwidth of the filter. Such 
a tram,f!'r 

WI 
fUIl(�tion is of course not realizable but 

is a good approximation for the narrow-band case. 
Assump also that the additive noise is white and 

that it has a power spectral density So. Then the 
power spectral density of the noise out of the 
filter will be 

So 

The total noise power will be 

(34) 

If the total signal power Ps is large in comparison 
with PN so PN / Ps«l , then it is well known that 
half the noise power appears as amplitUde modula
tion sidebands on the signal centered in the noise 
and the other half as phase modulation sidebands. 
The power spectral density of this effective phase 
modulation is then 

S 1 P n WI
",

2 
(w) = -

WI 
-
P 

----;--
W 

(35) 
s + WI 2 '  

and the autocorrelation function is 

(36) 

102 1--_--1_ 

10' 
W ' T 

FIGURE 8-6.-normalized additive noise contributions to 
oscillator fluctuations. 
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From this, using Equation 14, 

af (nT (t) )/woJ 
Single filter 

A normalized plot of this function is shown in 
Figure 8-6. For w1T»I , 

for w1T« I ,  

For w1T» I ,  0" is proportional to W11/2 for constant 
noise spectral density and, for w1T« I, it is pro
portional to W1. Consequently, using a narrow
band filter can greatly improve short-term sta
bility. For cascaded filters each of half band
width W1 , the result is 
0"[ (nT (t) )/woJ 

Double filter 

= ( WOT) -1 1 ( Pn/ Ps) [1 -exp ( - W1T) (w T+ 1 )  1
J I 1/2. 
(38) 

In this case 0" is constant for W1T« 1 .  For any 
shape of bandpass filter with white additive noise , 

0"� (WOT) -1 ( P,J PS) 1/2 

when T is much greater than the reciprocal half 
bandwidth. 

10-8 
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FIGURE 8-7.-Theoretical and experimental rIllS fractional 
frequency fluctuations in an oscillator. 

As a practical example, consider a 5-Mc oscil
lator with a single filter of half bandwidth of 
62.5 cps and Pn/Ps = - 87 db. Then for T = 1  sec, 

For a comparison with experimental results, see 
Figures 8-3 and 8-7. 

The perturbing effects of thermal and shot noise 
in oscillators are well known (Reference 8) . The 
phase does a random walk because of the perturba
tions. It has been shown that this leads to 

(39) 
where 

k Boltzmann constant, 
T 

= 

= effective noise temperature, 
P = total power delivered to resonator and 

load, 
Q = loaded Q of resonator. 

As an example, consider a 5-Mc oscillator with 
Q = 2 X I06, P = IO-7 watt, and T = 103 degrees 
For T =  1 

K. 
sec 

0"[ (n1 (t) )/w 1oJ = 1 .3 X IO- 3. 

From this example and the one above, it is ap
parent that the additive noise will dominate the 
perturbation-type noise for short averaging times 
in precision frequency standards. Here, the effects 
of the two sources of noise would become equal 
at about an averaging time of 100 sec, with at 
total fluctuation of about 2 1X 10- 4 if no other 
sources were effective. For times longer than 100 
sec, the perturbation-type noise would dominate. 

The third main source of noise is that which 
has an i-1 power spectral density of frequency 
fluctuation. In addition to this, oscillators drift 
in frequency (drift is usually accompanied by 
an f-1 power spectral density) . Because of the 
drift in frequency, the phase is not a stationary 
process. Also, since an i-1 power spectral density 
for frequency fluctuations eorresponds to S", (w) 
proportional to 

1 
-
211" 
f

-co 

m I w 1-3, 

S", ( w) [I - exp (iwT) J dw 

doesn't converge, since 1 -COSWT) only goes to 
zero as w2 for W--70. This is not surprising. If 
the j-1 spectrum persisted down to zero frequency, 
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we would see infinitely large fluctuations by ob
serving over all time. In the actual situation, 
observations arc made over a finite time T. If 
the frequency drift is removed during the time 
T by subtraction of the least-squares fit of a 
straight line, this corresponds to a high-pass filter 
acting on the low-frequency components of the 
phase. The output of this filter goes to zero as 
w2 for w�, and the filter starts to cut off at 
w::::::2/ T (see Appendix B) ; this gives finite results 
for u[ (OT (t)  )/woJ as shown in Appendix B. It 
is apparent from the functional form of the 
integral that, if the ratio of observing time to 
averaging time T /T is constant (corresponding 
to a fixed number of samples) ,  then u[ (OT(t) /woJ 
is constant. Since there is no theory giving the 
strength of the 1-1 spectral density, no prediction 
can be made as to the constant value of u. The 
dependence of u2 on T /T is proportional to 
1 .04+! log ( T/2T) . 

Actual oscillators measured under the condi
tions of finite T and removal of drift exhibit the 
predicted 

TIT 
behavior (see Figures 8-3 and 8-7) . 

For of about 100, u[ (OT(t) )/woJ flattens out 
at a va.lue somewhat greater than 1 X 10-12• Since 
this is larger than the fluctuations due to the 

perturbing type of noise at the T for which additive 
noise becomes dominant, it is apparent that the 
effects of the perturbing type of noise are not 
seen at all in many frequency standards. Figure 
8-8 shows the effects due to the three sources of 
fluctuations. 

J. Barnes (Reference 9) of the NBS Labora
tories of Boulder recently has shown that taking 
successive differences of the phase has interesting 
consequences. For example, taking second dif
ferences removes the linear frequency drift and 
also gives convergent results independent of ob
servation time for an assumed 1-1 power spectrum. 
As shown in Appendix A, 

U[d2T<I> (t) /WOT J = (WOT ) -1[6R", (0) 

- 8R", ( T) +2R", (2T) J1/2, (40) 

where d2T<I> (t) = <I>(t+T) - 2<1>(t)  +<I>( t-T) is the 
second phase difference. Using this on an 1-1 
power spectral density of frequency fluctuation 
S", (w) = K/ \ w \3 gives 

u = (8K log2) !/2/wo. ( 41 )  

Since this is  independent of observation time T, 
it appears to be a good measure for the 1-1 charac
teristic of oscillators. 

FLUCTUATIONS IN ATOMIC STANDARDS 

USING A SERVO CONTROLLED QUARTZ 

OSCILLA TOR (REFERENCE 1 0) 

Consider an oscillator compared against a 
reference such as atomic beam device and con
trolled in frequency 

an 
by a servo actuated by the 

error signal. Figure 8-9 shows a system block 
diagram. The power spectral density of the 

F. 
Fote SQ(")o 
�( .. )o,c 

o s c. R E F. 
F REF 

FIGURE 8--9.-The atomic standard . 
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fluctuations in the output frequency is 

1 

G(W) 2 
+ SO(whe, , (42) 

l+G(w) 

where So (W) O.e refers to the 

1 
open-loop 

1
fluctua

tions in the oscillator, SO(W)Re, refers to the 
equivalent frequency fluctuations in the reference, 
and G(w) is the total loop gain KoKRg(W) . In 
deriving Equation 42 it is assumed that the system 
is linear and that the two noise sources are un
correlated. The simplest useful form for G(w) , 
also a very practical one, is 

G(W) = we/iw, (43) 

which is just gain and integration. This is a good 
approximation to what is done in many cases. 
Substituting, Equation 42 becomes 

So(w) o =  So(w) 0.e[W2/(W2+we2) J 

+ So (W)Re,[wN(w2+we2) J, (44) 
so that the oscillator noise is high-pass filtered 
and the reference noise is low-pass filtered. 

Consider first the fluctuations due to the oscil
lator only. If it is assumed to have characteristics 
similar to those previously discussed, namely 
additive noise filtered by a narrow-band filter 
of half width WI and an 1-1 behavior, then-if 
Wl»We (as is usually the case) - the additive 
noise contribution is virtually unchanged by the 
servo loop. The 1-1 portion gives, in the closed
loop condition, (from Equations 42 and 14) , 
u[ (fl. (t) )/woJ = (B/WOWeT) [l. 16+2 10gweT 

- exp ( - WeT) Ei* (WeT) -eXp(WeT) Ei( -WeT) J1/2, 
(45) 

where B is a constant depending on the strength 
of the 1-1 noise. This behaves like 

B/wo[5/2- -y -log(weT) J1I2 
(very slowly varying) for weT«l and like 

(B / WOweT) [2 log (WeT) + 2-y 1IJ 2 
for WeT»l. -y =0.577 is the Euler constant; 

Ei(X) = jX 
-00 

(e'/t) dt, X <O, 

is the exponential integral ; and Ei*(X) is the 
principal value of the integral for X>O. 

(!l. T (t LOGfT --. ,� 
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w, TOO l 
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FIGURE 8-10.-COntributions to atomic standard 
fluctuations. 

The contribution due to the reference noise, 
which is assumed to be white with power spectral 
density SR, is (from Equations 42 and 14) 

o{ (flT(t) )/WoJ 
= Wo-1 { ( SR/WeT2) [WeT+eXp ( - WeT) _ 1] } l/2, (46) 

This approaches a constant value of Wo -1 ( S RWc/2 ) 1/2 
for w,T«l and for weT» l,  U�Wo-l ( SR/T) 1/2. Figure 
8-10 shows the behavior of the various contri
butions to the overall fluctuations. It is apparent 
that there is an optimum choice of loop We for a 
given oscillator and beam tube. 

It is of interest to calculate the power spectral 
density of the noise for the case of a cesium beam 
reference. For Ramsey excitation the response 
may be written for small departures from line 
center approximately as 

l(t) = Vm{ 1+COS1r[�W(t)/WIJ I , (47) 

where I is the output current assumed to have 
maximum value I ... , �W is the departure from 
line center, and WI is the full line width. Let 
�W(t) /wl =E+a COBw ... t, to allow for the usual 
sinusoidal modulation. w ... is the modulation fre
quency assumed small in comparison with WI 
so that the dynamic behavior is essentially the 
same as the static behavior. The result of syn
chronous 

10 

detection of this signal is 

= (l 
... 

... w ... /21r) I'I"' 
-

![1 +COS1r(E+a COBw ... t) ] 
r/", ... 

X COBw ... t dt 

= -I ... Jl(1raH (sin1rE) �![ -1 ... J1 (1ra) ]E1r (48) 
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for " small. For a given offset this has the maxi
mum absolute value of 0 .91 Elm with 1rQ�1 .8, 
the first maximum of the Bessel function. This 
represcnts the signal output for a given fractional 
mistuning 

In a beam 
� .  

tube the noise is mainly due to shot 
noise, and so the 

1 /2 
power spectral density is pro

portional to 1 ( t )  and is independent of w. Since 
le t )  is a funetion of time, the noise output is not 
a stationary funetion . If in (t)  is the instantaneous 
nOise current under no modulation and � =0, 
then 

1,, ( t )  = in ( t ) 1 cos[ (1r/2 ) a  coswmtJ I ·  (49) 

The autoeorrelation function after synchronous 
detection is desired. Performing the statistical and 
the time averages gives 

where S1 is the spectral dpnsity of the noise cur
rent. From this and Equation 48 the speetral 
density SR is 

where Sf is the spedral density of the 
rent, 1m is the peak signal ('.urrent, Q 
is the ratio of pl'ak frequency swing 

= 
noise 

max
(�ur

( �w ) /
due to the 

W l  

modulation to the full line width W i .  

CONCLUSIONS 

Some of the considerations of the theory and 
measurement of fluctuations ill frequency stand
ards have been presented. In some eases, many 
of the details hav(� been lightly treated or omitted . 

� It is hoped that the results will be useful in pro
moting understanding and in guiding designs. 
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APPENDIX A 

I f  <1>(1)  is widc-scnse stationary and has 0 mean, 

(A I )  

whi('h give..; Equation 

a2 < <l>T ( t) 
1 2  

) 

in 

- J  
the text. 

= 
1 

--T/2 
r/'2 rtt} 

--7/2 
7/'2 dt" (<I> ) = -J 1 i/'2 lit} 

-
i

T/'2 
/'!. 

<I> 
i 

di" N1, " - t f )  ; 
T 

( t' )  ( til ) ( I
-_. ,/'2 

(A2) 
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let (til - t') = T'. Using this substitution and inter
changing the order of integration gives 

U2 (<I>T(t) > =�[Rif> (TI) [I - (TI/r) J  dT', 
T 

(A3) 
which gives Equation 

0 

I I .  
The second phase difference, ,;l2<I>T(t) , is 

[<I> (t+T) - <I> (t) J - [<I> (t) - <I> (t - T) J, or 
2<I>(t) +<I>(t - T) .  

u2[L\2<I>T (t) J = ([<I> (t+T) - 2<I>(t) +<I>( t-T) J2 > 

= 6Rif> (0) -8Rif> (T) +2Rif> (2T) , (A4) 

leading to Equation 40. 

<I> (t+T) -

APPENDIX B 
Assume that a signal ve t) is observed for a 

time T and it is desired to remove the mean and 
the linear drift in a least-square departure sense. 
This requires 

f
that 

T'2 
[v et) - (a+bt) J2 dt = 

-T/
Minimum. (Bl) 

2 
For this to be satisfied, 

1 fT'2 a = - v et) dt, T -T/2 

12 T/2 
b = -

f
v( t ) t  dt. (B2) T3 -T/2 

Consider the Fourier transform of 
v' (t) =v (t) - (a+bt) , \ t \ <  T/2 

= 0, \ t \ >  T/2 

f T/2 
V' ew) = v' et) exp ( -iwt) dt. 

-T/
(B3) 

2 
Expanding the exponential which gives an ap

proximation to V' (w) for t (  wT) < 1 gives 
T/2 

V' ew) � f 
-T/2 

v' (t) [l -iwt - ! (w2t2) + . . .  Jdt 

T/2 = f 
-T/2 

[v et) - a - btJ 

X [I - iwt - t (w2t2) + . . .  ] dt. (B4)
If the integrals that can be done are carried ou
and the values of a and b substituted , it will b
seen that V' (w) has neither a constant term no
a term linear in w. Also the transform of a+b
goes to zero rapidly for w»2/ T. Effectively, v et)
has been passed through a high-pass filter cuttin
off at about w = 2/ T. Another way to show thi

 
t 
e 
r 
t 
 

g 
s 

is to consider the minimization of 

-1 foo 
00 

fT/2 
V' ew) 12 dw = [V' (t) J2 dt, 

271" -

1 
-T/

(B5) 
2 

the equality holding because of Parseval's theorem. 
Adjusting the parameters a and b for minimum 
total energy is really removing the maximum 
amount of energy possible in the band of fre
quencies occupied by the transform of a+bt. Since 
this transform has a half width of the order of 
2/ T, the whole process corresponds to the high
pass filter mentioned earlier. Subtracting a second
order and third-order term in t would about 
double the cutoff frequency. 

Let us now calculate the fluctuation expected 
in a finite time of observation of an oscillator 
with 1-1 power spectral density of frequency. 
Assume 

S{l (w) = K/I w I ,  (B6) 

so that 

If the oscillator were observed for an infinite time; 

2K= foo l - cosWT dw, w71" 0 3 

which of course doesn't converge. If we cut off 
the 
to 

integral at the lower limit 21 T corresponding 
the filtering action of a finite time with drift 

removal, 

2KlOO l - cOSWT u2 = - 3 dw 
71" 2/7' w 

2KT2= joo l - cosx dx. W 2TfT x3 
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For constant T /r the integral is a constant and 
q2 = C2r2 C a constant. 

q[ (flr (t) )/woJ = (wor) -lq[A<I>r (t) J = Constant. 

To get the dependence on T /r, we can estimate 
the integration. (The integral can be done exactly 
in terms of the cosine integral.) 

, 

l(flr(t) 2K '" l - cosx 
q2[ )/woJ =-

2 
3 dx 

1I"Wo r/T 2 X 

2K 
�- { l.04+! log ( T/2r) 

01I"W 2 
+O[ (2r / T) 2J } .  

to 
SO, for T/2r»

. 

1 ,  (12[ (flr(t) )/woJ is proportional 
log ( T /2r ) 
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9. SPECIFICATION OF SHORT-TERM FREQUENCY 
STABILITY BY MAXIMUM LIKELIHOOD 

ESTIMATES 

T. F. CURRY 

Curry, McLaughlin and Len, Inc. 

Syracuse, N ew York 

This paper presents a fundamental baBis for interpreting and processing measured short-term 
frequency stability data. This approach evolved from a need for quantitatively describing the 
short-term stability of microwave signal sources over rnicrosecond-to-second time intervals in a 
reproducible fashion and from a desire to explain observed differences in the measured stabilities 
of such sources in terms of various hypotheses concerning the nature of the noise mechanisms 
which produce the measured phase or frequency fluctuations. The particular approach described 
here was suggested by a paper by Slepian (Reference 1). 

PRELIMINARIES 

We deal with the usual harmonic functions
or complex and composite representations thereof 
-functions, which can be expressed : 

S(t) = Re I I 1/I(t) I exp[j Arg1/t(t)-] }  

= I 1/I(t) I cos[Arg1/l(t) ] ; ( 1 )  

e n) 

s et) 

FIGURE 9-l.-The signal S(t) as the real part of "'(0 
S(t) + jC(t). Instantaneous frequency is defined as the 
angular velocity of the phasor. 

and 
1 1/I (t) I 

be 

can be considered the envelope of S(t) , 
Arg1/l(t) the phase portion of S(t) . Arg1/l(t) 

will referred to as the phase function associated 
with the signal S(t) , and the time derivative of 

101

Arg>/! (t) will be referred to as the instantaneous 
frequency function of the signal S (t) . 

A technical description or specification of 
short-term frequency stability involves a descrip
tion of the variations of the phase or frequency 
function over "short" intervals of time where, 
in practice, "short" means microseconds to 
seconds. 

Representing Equation 1 as a phasor, as in 
Figure 9-1, we have the physical picture of the 
tangential component of the acceleration of the 
phasor as resulting from phase or frequency noise 
perturbations. 

The instantaneous frequency, as conventionally 
defined, is the angular velocity of the phasor : 

fi= (1/211') (d/dt) Arg1/l(t) , (2) 

and the angular phasor acceleration is 

a, =  ( 1/211') (d:l/dt2) Arg1/l(t) . (3) 

To illustrate the preceding, for the real signal 
S (t) = cos[wt+q,] : 

1/I(t) = exp[j(wt+q,) ], w>O, 

(4) 

Experimentally, we visualize Equation 2 as a 
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FIGURE 9-2.-A 1-sec epoch of frequency function obtained with the technique illustrated in Figure 9--3(a) . (lIRe at 
recorder input was set at 300 cps.) 

function of time Q (t) , which is to be observed for 
a period of time T (Figure 9-2) , to obtain a finite 
set of sample data values. In applications, we 
may be particularly interested in the magnitude 
of the function variations over shorter periods T. 
We want to minimize the uncertainty of measure-

ments and thereby obtain the highest possible 
reproducibility of results. 

Two representative measurement techniques are 
shown in Figure 9-3. The process of mixing or 
translati�g the signal against an ideally stable 
reference, as illustrated in Figure 9-3, may in 
some cases "strip off" the periodic, or carrier, 
component ; and Arg>/t(t) may thereby be altered 
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t 
ARG + (t):!: A 

CONSTANT OR 
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d t  
k/2,.. -CONSTANT FREQ. OF IDEAL REFERENCE 

FIGURE 9-3a.-Ideal frequency translation and angle 
demodulation to give Argy;(t) or its time derivative. 
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FIGURE 9-3(b).-Technique for measuring Argy;(t). 
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by the linear term k, where k is the fixed ideally 
stable angular frequency of the reference. How
ever, since we are concerned here only with the 
first derivative of Argt/.t(t) , such a frequency 
translation operation ideally has no effect, the 
'k term being eliminated as a result of the 
differentiation. 

The technique of Figure 3 (b) , giving direct 
t/.t (t) measurements over microsecond intervals, 
recently has been reported (Reference 2) . 

In general Q (t)  may exhibit both periodic and 
random variations. For a completely deter
ministic variation, there is no theoretical problem 
in specification. For example, in the case of a 
sinusoidal variat.ion or waveforms which can be 
expressed as a Fourier series of sines and cosines, 
ideal sinusoids are postulated ; and period meas
urements suffice to completely describe the func
tion. Measurement experience indicates that the 
predominent noise mechanism for values of 
in the microsecond to I-second range are of a 

T 

randoIll nature. Attention in this paper is there
fore limited to Q (t) functions which derive from 
wide-sense stat ionary random noise mechanisms. 

The problem to be considered is as follows : 

Given sample measurements at int ervals 
on Q (t) , say Xl, X2, X3, " ' , X" and an 

T 

hypothesis concerning the general nature of 
the perturbing mechanisms, we require an 
estimate of a descriptive and useful statistic, 
possibly simply the rms value of Q (t) . That 
is, over a necessarily finite observation t ime 
T we obtain data to ealculate the most 
probable value for the standard deviation 
of the flue( uation. 

One method of choosing the most probable 
value is the met hod of maximum likelihood estima
tion (due to Fisher, Reference :3) .  

The signal data can , of course, be described in 
the form of estimates of the auto-covariance or 
power spectral functions. These must be sh rt
term statistics* and not their classical forms, and 

o

are hence subject to  the same statistical uncer
tainty as is the variance. As the period of observa
tion increases, such short-term functions will of 
course approach their long-term averages, but 

*For various definitions of short-term autocorrelation 
and "instantaneous spectrum," see Heferences 4 through 8. 

these long-term averages are not what we seek. 
One important question is, in fact, concerned with 
the method and rate of approach of the short
term estimates to the long-term averages as 
increases. 

T 

Concerning the effects of additive "amplitude" 
noise, we intuitively would expect such noise to 
have negligible effect on instantaneous frequency 
as long as the carrier power is large compared 
with the noise-as is true, for example, in the 
case of low-noise FM analysis. 

MAXIMUM LIKELIHOOD ESTIMATION 

The principle of maximum likelihood estima
tion, as expressed in its simplest form, is as 
follows : Samples Xl ' , ' Xn are taken of a random 
process { X  t l  which is known to be characterized 
by a class of probabilities P C;):, ex) , where ex is a 
parameter associated with the probability func
tions and is the number which is to be estimated 
using the measured samples. We then define a 
function 

L =  P (Xl ' ex) P ( X , ex) ' "  P ( X" ,  ex) , 2 (5) 
which is, assuming statistical independence of the 
samples, the probability of obtaining the Xl ' , , Xn 
sample values. The lIlOSt likely value of ex is 

ex 
therefore given by maximizing L with respect to 

(i.e . ,  set dL/dex = O  and solve for ex) . Such an 
value is termed the }J{ aximllm Likelihood Esti

ex 

mator (MLE) for ex. 
In application, one usually forms a funet ional 

of the original process { Xd ,  f[ { Xd ]  such that 
the desired quantity t o  be estimated can be con
sidered a parameter of the probability distribu
tions of f[ { Xd ], which can themselves (at least 
in principle) be derived from the probability dis
tribution of the original random process. In gen
eral, the estimator is expressed directly as a func
tion of the samples of the original pro('ess, 
X1" , Xn. 

Maximum likelihood estimates have well
defined optimal properties ( Reference :3) and 
have been used extensively in radar signal detec
tion and parameter estimation problems. 

We illustrate the procedure of finding the 
lVILE for the mean and variance of a wide-sense 
stafIonary Gaussian random proecss with es
sentially flat (white) spectrum. Thc likelihood 



104 SHORT-TERM FREQUENCY STABILITY 

function in this case 
n 

L= 11 (V111"u)-1 exp[ - (Xi-#-L) 2/2u2] 
i=l 

where 
u2 = variance of process, 
J.I = mean of process, 

Xl, X , 2 • • •  , X n = n serial samples of a single func
tion of the process ensemble. 

In this case it is convenient to obtain the
maxima of the logarithm of L rather than L,
positions of maxima in terms of u and #-L being
the same for any monotone function of L. Hence,

n 
InL=L'= - in In (211"u2) - (1/2(2) L (Xi-#-L)2  

i-I 

(7) 
and 

n 
iJL'/iJ#-L = (1/(2) L (Xi-#-L) , (8) 

i-I 

Setting these derivatives equal to zero and solving
for #-L and u2, 

n 
il = n-1 L:xi = X, (9) 

i-I 

n 

a-2= n-1 L (Xi- X) 2, 
i-I 

with il for J.l, ( 10) 

where the carets indicate that these are the values
of #-L and u2 which maximize L and are hence the
MLE for the parameters of the process. As it
turns out, these are the estimators which in
tuition probably would lead us to calculate
anyway. 

CHOICE OF A FLUCTUATION STATISTIC 

The first step in formulating a description of
the short-term Q (t) variations as a statistical
estimation problem involves a choice of statistic,
or function of Q (t) sample values, which is to be
estimated . 

is 

 
 
 
 

 

 
 
 

 

 
 
 
 

Maximum Excursion (cps) 

Perhaps the simplest and most used fluctuation 
description of Q (t) is the specification of the maxi
mum difference of Q(t) magnitudes over the time 
intervals of interest T. We define a new function 
over a discrete ordered set of T intervals : 

QM (T) =MaxT I Q (t) - Q  I ,  ( 1 1 )  

where Q is the estimate o f the mean as obtained 
with Equation 9 for samples ql, q , 2 • • •  , qn taken 
at intervals to= 1/2W, W being the bandlimits 
assumed for the Q (t) process and T»to. Q also 
may be replaced with appropriate samples of a 
"moving average," as described in a following 
section. 

The probability density for a maximum M of 
n samples of Q (t) can be written as a product of 
probabilities for n . independent Bernoulli trials 
over the interval T :* 
g (

=
M) 

4n[i� 
fM+a 

-
exp T 1 

[(211") 1/2U J-1 [ - (q- Q) 2/2u2J dq 

X M-a [(211") 1/2U J-1 exp[ - (q- Q) 2/2u2J dq, 

( 12) 

where 
u2= variance of Q(t) process, 
Q = estimate of mean process, 
1)= (u2/n) l/2, n= T/to, 

and we have used the well-known fact that the 
variance of the sample mean is given by the 
assumed population variance u2, divided by the 
sample size n in specifying the probability element 
for M (second term of Equation 12) . 

If now we consider M as a parameter of the 
distribution given by Equation 12, we can form 
a likelihood function : 

I1g 
k 

L = (M iijq , q' , 1 2 • • • , q'n) ,  for k intervals T. 
i-I 

( 13) 

Straightforward computation of the MLE from 
• In applications where the probability of exceeding a 

specified value (threshold) must be very small, an alternate 

approach would apply the statistical theory of extreme 

values (see Gumbel, E. J.,  NBS Applied Math Series 

No. 33, 1954) . 
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Equation gets into difficulty rapidly, and we 
have yet to work through to a solution. Intui
tively, one expects an estimator for M such that, 
for large n and k, the estimate will approach a 
value equal 

U2. 

in magnitude to the point of inflec
tion on the Gaussian curve accorded to the 
estimate 

Mean-Square Fluctuatian Power (CpS2) 
Consider now the mean-square difference of 

Q(t) values T seconds apart : 
T'2 

Y(T) = T-1 f [Q( t) -Q (t+T)J2 dt ( 14) 
-T/2 

T 2 
- (2/T) 

/
f Q(t)Q(t+T) dt 
-T/2 

Assuming the process is stationary, the first 
and third terms may be combined to give 
Y(T)�Z(T) 

= (2/T{f::�Q2 ( t) 2
dt-{:�Q(t)Q(t+T) dt]' ( 15) 2

The first term of Z (T) is recognized as correspond
ing to the "average power," in (cps) 2, of Q(t) and 
the second term as the short-term auto-covariance 
for Q (t) . * 

Now, we have two cases to consider, depending 
on the correlation time of the Q(t) process rela
tive to the time intervals T. [For processes with a 
rectangular spectrum (so-called bandlimited
white) , we define correlation time to as 1/2W, 
where W is the spectrum width. For processes 
with spectrum 2a/a2+w2 (so-called RC noise) , 
correlation time is defined as 1/ a. ] If all T values 
of interest are larger than 1/2W, then we can 
direct attention solely to the statistic : 

T'2 
Z' (T) = (2/T) f Q2(t) dt. (16) 

-T/2 
If the T intervals of interest are less than the 
correlation time for the process, the second 

* Compare Equation 15 with Searle, et aI., Equation 6, 
these Proceedings. 

13 term of Equation is important; and, in this 
case, the short-term correlation function would 
certainly seem to be a sufficient statistic. We 
direct attention to Equation 16, allowing us to 
apply Slepian's results (Reference I )-with ap
propriate interpretation-to the problem at hand. 
Slepian derives the probability density function 

for (16) , assuming Q(t) is normally distributed 
with mean zero, and for three classes of spectra : 
RLC, RC, and band-limited white. 
Before proceeding with Equation 16, we will 

summarize briefly the situation with respect to 
short-term power spectra and correlation (co
variance) function estimation and suggest a 
"smoothing" operation on Q (t) . 

Moving Average 

One problem associated with the processing 
of short-term stability data concerns the fact 
that the observed process, Q (t) in the present 
context, exhibits fluctuations due to both long
and short-term noise mechanisms. To separate 
the two data would seem to involve, from a 
practical standpoint, only a high-pass filter. * 
Generally, we may define a new function of Q (t) , 
the "moving average" function as follows : 

T
Q'(t, T) 

'2 
=T-1 f

/
Q(�+t) 

T
d ( 1

-

�, 7) 
2 

Q' (t, T)---tQ (t) as T---tO. 
Use of this "smoothed" Q, Q', as the standard

izing Q-average eliminates the long-term drift 
consideration in processing Equation 16 and might 
be accomplished in practice by well-known track
ing filter techniques, with VCO closed loop band
width of approximately 1/2T. Q (t) smoothing and 
possible statistics 

9-4. 
[ ( 1 1 ) and ( 16) J are illustrated 

in Figure 
In passing, it should be mentioned that a very 

useful approach, from a digital machine processing 
standpoint, to eliminating the long-term drift from 
experimental short-term data would be to apply 
simple linear regression analysis to the data. For 
normally distributed processes, maximum likeli
hood estimates for drift and short-term deviation 
are easily obtained. t 

* For example, the CML stability measuring set, Model 
SM8-B 

t 
uses a cutoff of 3 cps. 

Reference 3, Chapter 13. 

15 
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plane of time-frequency elements has been 
described by a number of investigators (Refer
ences 4 and 5) in the context of defining in
stantaneous spectrum. In relation to the short
term frequency stability measurement problem, 
we would expect to obtain sample measurements 
at the outputs of the filters over a number of 
switch closure sequences for intervals T, allowing 
time between sequences of course for the filters 
outputs to decay. Long-term drift certainly would 
cause trouble here, and a smoothing track loop 
definitely would be required. In the presence of 
additive noise, a characteristic of any practical 
system, there is an additional uncertainty limiting 
the minimum filter bandwidth as given by 

( 18) 

where flt and fl! are the minimum rms values 
simultaneously achievable, E the signal energy, 
No the additive white noise energy per cps, and 
k a constant approximately equal to unity. 

FLUCTUA TION POWER ESTIMATE 

Returning to Equation 16, we wish to see how 
this "average power" statistic can be expected to 
vary with T for various spectral distributions for 
Q (t)  , and will therefore assume a smoothing 
operation on Q (t) as in Equation 17. A smoothed 
Z' (T) will be considered/: T/2 "Z"(T) = (2/T) [Q (t) J2 dt ; ( 19) 

-T/2 
and this Z" (T) corresponds to Slepian's y (t) of 
Equation 1 in Reference 1 .  Z" (T) might be con
sidered the "standardized" (smoothed) mean-

� 2  
� 

'= 

.2. ........ � �0.8 
004 

o 1 2 3 4 5 6 7 AVERAGING TIME t" CORRELATION TIME'''' 

NOTE: 
FOR RLC NOISE too QJLC 
FOR BANDPASS NOISE to 
= V2W AND 
W =  RECTANGULAR 
BANDWIDTH 

I. RLC NOISE,O=I AND BAND
PASS NOISE W > "0/20 

2.RLC NOISE,O=IOOAND 
BANDPASS NOISE 
W< "0120 

3. RC NOISE, 10 = 2 RC 

FIGURE 9--6.-Mean square (variance) of the fluctuation 
statistic Z"(T) as a function of the ratio of integration 
(averaging) time to correlation for the Q(I) process, 
normalized for a mean time of ZIl(T) = 1 . 

square frequency fluctuation power ( 8M 8 for 
short) as would be expressed in (cps) 2. 

The expre�sions for the probability density 
functions for Z" (T) are, unfortunately, not in a 
form suitable for directly computing the maximum 
likelihood estimates for the moments of Z" (T) . 
The variance of Z" (T) is obtained, however, and 
is shown in Figure 9--6 as a function of the ratio 
of T to the correlation time of the process Q (t) , 
to, defined for the various spectra as follows : 

RLC noise : 

to= Q ( LC) 1(2, Q = woL/ R, 

Rectangular bandpass white noise : 

to = 1/2W, W = Bandwidth, 

RC noise : 

to= 2RC. 

The RC and RLC noise are assumed to be gen
erated by shaping white noise with the two types 
of circuits in the usual way. 

In the application of Figure 9-6 to the specifica
tion of short-term frequency stability, we should 
recall from Equation 15 that Z"(t)  will be ap
plicable to our purposes only when T / to > 1 (i. e. , 
when the observed Q(t) values spaced T seconds 
apart are essentially uncorrelated) .  

In the absence of an estimation function for 
the variance of Z" (t) , we can only make specific 
suggestions for approximate estimators which can 
be expected to be reasonably useful in special 
cases : 

RC noise, T/to > 50 :  In this case, Z"(T) is ap
proximately normally distributed, and Equation 
10 is applicable as the variance estimator. 

RLC noise, Q < I00, but Qr/to> 100: Z" (T) also 
is approximately normally distributed in this 
case, and Equation 10 can be used to estimate the 
variance. 

RLC noise, Q � 
Q---7 00 

100 : For such a case, for which
in the limit gives Q (t )  =�  cos ot+ sinwot, 
the so-called "narrow-band Gaussian 

w
process"

J3 

the probability densities are modified x2 distribu
tions, it is very difficult to make any assump
tion as to an estimator for the variance. 

APPLICA TION 

Experimentally obtained sample Q (t) functions 
are shown in Figure 9-7 for two different presenta-
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tion time bases. The measurement technique in
volved the heterodyning of a moderately stable 
ST ALO output at 3000 Mc/sec. into a baseband 
digital discriminator circuit. 
discriminator 

t The spectrum of the 
output was then filtered with an 

combination with 1/ = 3000 cps. This provided 
Re 

a known and controllable 
Re 

output correlation time 
of approximately 0.6 msec. The data presentation 
permits sampling from 1 to 100 msec, with a fre
quency resolution of approximately 2 cps. The 
absence of any measurable amplitude noise, even 
with signal removed from the discriminator, indi
cated that these time and frequency resolutions 
are within the bounds of theoretical limitations, 
and hence are realistic. 

Computed (manually) values of the fluctuation 
estimates M and SM S for two values of 7 are 
shown here for comparison : 

7 =  1 
Re 
msec 

noise, to= 0.66 sec 
2500 samples, 7/10 into 
SM S (Eq. 10) = 16.9 cps 
var. (Fig. 9-6) = 15.9 cps 
M (Eq. 12) = 8.4 cps 
rms deviation= 4. 1 ±4.0 cps 

7 =  10 
Re 

msec 
noise, to = 0.66 sec 

2700 samples, 7/20 into 
SMS (Eq. 10) = 33.6 cps 
var. (Fig. 9-6) = 6.7 cps 
M (Eq. 12) = 10. 1 cps 
rms deviation= 5.8 ±2.6 cps 

In the absence of an expression for M, Equation 
12 was used to compute M values for a series of 7 
intervals ; and the M value with maximum prob
ability element was chosen for M. Equation 10 
was used to obtain SM S. 

CONCLUSION 

A short-term frequency stability measurement 
model has been suggested as follows : 

1. First-Smooth Q(t) over the desired 7 in
terval, as suggested in the section, "Moving 
Average. " 

2. Second-take samples of Q" = (Q-Q') at 
the intervals appropriate to the chosen statistic 
and with the system bandwidth and process cor
relation 

t 
time limitations in mind. 

As in Figure 9-2. 

3. Third-Using the observed sample values 
and the hypothesized process statistics, compute 
an estimate of : 

(a) For stability averaging times less than, 
or equal to, process correlation time
the maximum observed frequency de
viation over the interval. 

(b) For stability averaging times greater 
than process correlation time-the 
"standardized mean-square frequency 
fluctuation. " 

With probability distribution functions for 
the chosen maximum likelihood estimates, one 
can-in principle-immediately determine the 
variance of the estimator as a confidence interval 
for the measurement. 

Initial experience using M and 8M 8 indicates 
that measurement results are more reproducible 
than with various rule-of-thumb approaches. 
Manual computation of smoothing and estima
tion procedures-particularly for M-is, however, 
laborious. 
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10. A CROSS-CORRELATION TECHNIQUE FOR 
MEASURING THE SHORT-TERM PROPERTIES 

OF STABLE OSCILLATORS* 

R. F. C. VESSOT, L. F. MUELLER, AND J. VANIER 

Varian Associates 

Beverly, Massachusetts 

A cross-correlation technique for merusuring the properties of stable oscillators in the time 

range 0.01 to 1 .0 sec is described. Time-dependent functions representing signals from two separate 
oscillators are led to a function multiplier, where the instantaneous product of the functions is 
made. The oscillators are either set to a given phase relation or allowed a small relative drift so 
that a slow beat frequency is observed. Short-term fluctuations superimposed on the slow beat 
signal from the multiplier output represent the instantaneous phruse difference between the oscil
lators when the inputs are in quadrature. When the inputs are in or out of phruse, the fluctuations 
represent signal amplitude variations. Sampling times can be specified by filters having certain 
responses. 

The mean-square frequency deviation taken over a given response time is obtained by dif
ferentiating, filtering, and squaring the output signal of the function multiplier-data being taken 
when the input signals are in quadrature. Data from measurements on hydrogen mrusers are pre
sented, and a comparison of these results with data taken using the zero crossing method over the 
range 0.1 to 10 sec is given. The effect of thermal noise is seen to be the major factor limiting the 
short-term frequency stability of the signals. 

INTRODUCTION 

In describing the frequency stability of oscil
lators, use has been made by several authors 
(References 1 and 2) of a model where the rate 
of phase change of a signal phasor is calculated 
by considering the effect of adding random noise 
signals in quadrature with the carrier. These ex
pressions have the general form 
Edson ( Heferl'nee 1) : 

Aflf = Q-l ( k T  12PT) 1/2, 

as given by 

where Af is the deviation of a set of frequency 
measurements each made over an interval of 
time T. Q is the quality factor of the resonant 
circuit determining the frequency and, in the 
case of masers ( References 3, 4) , is related to 
the l inewidth of the transition involved in gene
rating the energy. The above expression describes 

*W ork supported by NASA undcr Contract No. N AS8-
260. 

1 1 1  

the frequency stability of  a signal that is eon
sidered to exist ill the absence of added noise. 
The infiuenee of noise that has been ineluded in  
the expression i s  restrided to  the response of  the 
signal vector bl'cause of thl' noise energy that 
lies within the bandwidth determined by the 
oscillator Q. The effeet of the inevitable noise 
energy per unit frequency bandwidth k T  Av on 
the signal, prior to its use or analysis by a par
ticular system, is not ineluded : and, until the 
recent advent of extremely stable quantum 
mechanical oscillators sueh as the hydrogen 
maser, the effect of the added noise has not been 
a strong detriment to stability for observation 
time intervals on the order of msec or greater. 

The relation of measuring system 
1 

bandwidth 
to observation time is extremely important, as 
it is this bandwidth that determines the amount of 
noise energy that is added to the signal energy from 
the oseillator. Some relation involving a band
width proportional to thl' reciprocal of the ob-

PRECEDING PAGE BLANK NOT 'UifIl 
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servation time should be chosen, depending on 
the shape of the response of the system. In the 
system described below, the optimum relation of
measuring system bandwidth is maintained for 
all values of observation time. 

It must be remembered, however, that the 

 

noise power bandwidth of an oscillator will be 
finite. This limitation occurs, in the case of a 
maser, because of the bandwidth of the RF 
cavity, typically some tens of kilocycles. The total 
signal-plus-noise power spectrum of the maser 
can be described as thermal noise over the fre
quency response of the cavity plus a signal spec
trum at its center. If the receiver bandwidth is 
opened farther than that of the cavity, the cavity 
will be the overall limiting factor and no further 
degradation of the frequency stability will result 
from additive noise. It is possible, as pointed 
out by Edson (Reference 1 ) , to improve the 
stability of an oscillator by using an external 
filter before going to the receiver or measuring 
system; however, in defining the boundary be
tween the oscillator and the measuring system, 
one should be careful to state whether or not this 
filter is included. 

Most measurements of frequency stability 
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(References 5, 6, 7, 8) 
timing the zero crossings of signals that result 
from beating two oscillators together. By making 
a large number of measurements, each for the 
same observation time, the standard deviation 
of the frequency is computed. This is repeated 
for each observation time. The observation time 
is generally determined by a fixed number of 
zero crossings, such as ten I-sec periods. In most 
cases some filtering is employed in the signal 
before it is fed to the period measuring instru
ment, if only to reduce the effect of spurious 
counts due to noise pulses that are short com
pared with the period of the signal. However, in 
describing the results of such frequency stability 
measurements, one must give not only the ob
serving time but the overall bandwidth as well. 
The following will describe a method of making 
stability measurements by continuously comparing 
the relative phases of two oscillators. A system 
that has been used to do this is shown in Figure 
10-1 and involves making an analog multiplica
tion of the functions representing the two signals. 
The low-frequency output signal from the multi
plier will represent relative phase fluctuations 
when the signals are in quadrature and amplitude 
fluctuations when the signals are in or out of 
phase. The stability of the signals must be such 
that the signals can be kept very nearly in 
quadrature for time intervals very long compared 
with the observation time desired. In the case 
of hydrogen masers it is possible to have them 
stay within a few degrees of each other for about 
10 minutes, time enough to make the equivalent 
of 600 one-tenth second measurements. 

The quadrature signal from the multiplier, 
representing instantaneous phase difference, is led 
to a filter where a time averaging is performed 
in a running manner; that is 
phase value over a time interval 
as a function of real time t. A 

to say, the average 
T is obtained 

continuous repre
sentation of i$T(i) is obtained and subsequently 

and have been made by 

. t  

En = N O I S E  VO LTA GE 

VOLT A G E  

• . •  En 
n A 

FIGURE 10-3.-Additive noise. 

differentiated, giving and an average over a 
long term is taken of the square of ($T 
to 

to give 
«$2 )A' by leading the output of the differentiator 

an integrating power meter. The reading from 
this device gives the mean-square rate of phase 
deviation over a time interval T; and this, of 
course, is the mean-square angular frequency 
deviation of observation time T. 

In the system described above, the crucial func
tion is that performed by the filter. The average 
that is normally made in the time domain is repre
sented by a square window of length T. To repre
sent this in the frequency domain will require a 
filter having the response sin (7r1 lie) I (11"1/ Ie) 
Ie 

, where 
= l/T ob.· The filter need not be infinite in fre

quency extent and can be cut off at a frequency 
greater than that of the noise power bandwidth 
of the oscillator. 

It is possible to define and relate other time
averaging functions for the phase. 

Three such functions and their related fre
quency-weighting counterparts are shown in 
Figure 10-2. In the case of the rectangular 
weighting function shown in Figure 10-2A, it is 
seen that the filter response multiplied by the 
response of the differentiator, then squared and 
integrated over frequency, will lead to a divergent 
result if a uniform noise power spectrum k T dl 
is assumed. In all applications or measurements, 
there is a bandwidth limit either in the oscillator 
itself or in the receiver. The magnitude of this 
bandwidth has a large effect on the frequency 
stability measured by different systems, since 
they may not have identical filter characteristics. 

The effect of additive noise (Figure 10-3) on 
rms frequency when the filter has a finite value 
is given by 

Alii = Constant/ PI/2T, 
where P is the power of the oscillator. 

In the case of the sharp cutoff low-pass filter, 
the time-weighting function is 

Ho [sin (7ri/T) /(7rt/T) ]. 

bee

In the frequency domain the situation is easy 
to understand 

n 
and implement. This method has 

used to investigate the noise content near 
the carrier of the hydrogen maser, and data are 
given in a later part of this paper. 

As shown in Figure 10-2B, the value of <$2 )A' 
has a definite magnitude, since there are no 

($T, 
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ambiguities in the filter parameter. If one relates 
this bandwidth to the time response by writing 
r = I /je, then, for additive noise k T elj, 

The last ease, shown in  Figure 1O-2C, is for a 
Gaussian time response Ho exp ( - [2/2r2) .  The 
frequency 

G 
response is also Gaussian and has the 

form exp ( - uh2/2) . This filter euts off rapidly 
enough to allow the mean-square rate phase 
change (<f,2 > to converge, and the relation of the 
rms frequeney stability with r is 

The only case that performs mathematically 
the averaging in time as normally defined is 
that shown in Figure 1O-2A. Thc other 
do not rigorously provide a 
averagillg time but nevertheless 

Lljrm,l
are 

j 
systems 

T 
over an 

useful III 
(kscribing the properties of an oscillator. 
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EXPERIMENTAL 

Experiments have been performed on hydrogen 
masers using the system shown in Figure 10-4 
and the sharp cutoff filter given as Case B of 
Figure 10-2. Two methods of calibration were 
used. The first method shown in Figure 10-5 
involves the use of a noise generator to obtain 
the noise factors Fl and F2 or channel 1 and 2, 
respectively. The expression relating averaging 
time to rms "frequency deviation" is given by 

t:.flf=f-1P-l/2[kTF 13T3Jl/2 

for a single oscillator. The power level P is de
termined by � replacement measurement using a 
signal generator. 

The second method of calibration involves the 
use of the second-order frequency dependence 
with magnetic field that is characteristic of the 
hydrogen maser. The perturbation is in frequency 
only, and this may be verified from observing the 
data shown in Figure 10-6. On each 4-minute 
sample the left-hand plot is of (t:.1I2 ), the right
hand plot is sinQt, the beat frequency between 
the masers. In the sample marked "calibration 
run" it will be seen that, f If has its maximum 
values when the signals are in quadrature, indicat
ing that phase variations are being observed. 
The increase due to the applied perturbation 
agrees with the calculated perturbation to within 
10 percent. 
Other samples show data taken for different 

filter cutoff frequencies and are related to time by 

As the cutoff frequency approaches 60 cps, 
it is possible to observe amplitude modulation as 
shown by maxima that coincide with the 
11" 

0 and 
radians condition of the beat signal. 
The system provides a means of measuring not 

only frequency modulation but also amplitude 
modulation. 

A plot of several runs of data taken at dif
ferent power levels is given in Figure 10-7. The 
average noise figures are given, and the numbers 
apply to a single maser-not the difference be
tween two masers. 

CONCLUSION 

It is seen in Figure 10-4 that the T-3/2 law is a 
good fit to the data, indicating that, for the fre-
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FIGURE lO-S.-Comparison of short-term performance. 

quency intervals defined as 

the dominant effect is thermal noise kT df and 
the effect of the noise factor of the receiver. 

From a knowledge of the relaxation rates and 
power outputs of hydrogen, rubidium, and 
ammonia masers it is possible to predict, on the 
above basis, what performance to expect under 
conditions where systematic variations, such as 
long-term drifts due to temperature changes, are 
not included. 

In Figure 10-8, the plots are shown for the 
masers under the following conditions : 

MIIBer Power (watts) Frequency (cps) 

Hydrogen _ _ _ _ _ _  _ 10-12 1 .42 X l08 
Rubidium _ _ _ _ __ _ 10-10 6.S X 109 
Ammonia _______ _ 10-10 2.4 X 1010 

Systematic variations are shown by the dotted 
continuations of the curves. The crosses show the 
points on the previous figure. The circles are 
measurements made by counting slow beats and 
taking the rms value of a histogram. 

For hydrogen the effect of systematic variations 
begins at about 10 sec, and the fractional rms 
frequency stability for 1 hour averaging, using a 
zero crossing counting method, is about 8 X  10-14• 
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1 1. EFFECTS OF LONG-TERM STABILITY ON 
THE DEFINITION AND MEASUREMENT 

OF SHORT- TERM STABILITY 

J. A. BARNES AND D. W. ALLAN 

National Bureau of Standards 

Boulder, Colorado 

Several authors have reported the measurement of a "flicker noise" spectrum for the frequency 
fluctuations, below a few cycles per second, of good quartz crystal oscillators. Experimental work 
carried out at the National Bureau of Standards at Boulder is in good agreement with these results. 

The influence of this longer term type of noise turns out to be of considerable importance in 
the definition and measurement of shorter term noise, since averages of this short-term noise 
normally cover a total averaging time well into the flicker noise region. A mathematical formalism 
which satisfactorily avoids convergence difficulties has been developed around a set of physically 
meaningful quantities. Some theoretically reasonable definitions of short- and long-term stability 
are given. 

It has been established by many people that 
quartz crystal oscillators are frequency-modulated 
by a "flicker" or l/w type of noise which extends 
to at least as Iow a frequency as 1 cycle per year 
and probably even lower. Because the frequency 
emitted by any physically realizable device is 
bounded, this flicker noise behavior must cut off 
at some low, nonzero frequency �. 

It is possible to construct some measure of 
frequency stability <x ) 

X 
as the time average of a 

function (t) of the frequency. This function may 
or may -not depend critically on the cutoff fre
quency �. Thus, it might be that, if one measures 
the average value of X (t) for some finite time T, 
this average value <X )T 
<x ) 

will begin to approach 
only after T is several times larger than 1/�. 

Such a stability measure is thus said to be "cutoff
dependent" and is an inconvenient measure of 
frequency stability, since averaging times in 
excess of several years may be required to obtain 
a reasonable approximation to <x ) .  

It is apparent that a necessary condition (not a 
sufficient condition) on any cutoff 
stability measure <x ) is that 
limit ��. One can show that such 

<x ) 
independent 

exists in the 
quantities as 

the variance of frequency fluctuations around a 

1

uniform drift of frequency are, in fact, cutoff
dependent and hence not a very useful measure of 
frequency stability. 

Some measures of frequency stability which are 
not cutoff-dependent and have direct use in 
various applications are : ( 1 )  variance of fre
quency fluctuation for finite sampling and averag
ing times, and (2) the variance of the nth finite 
difference of the phase for n � 2. 

GENERAL PROBLEM 

As stated, it has been established that quartz 
crystal oscillators are frequency-modulated by a 
"flicker" or l/w type of noise spectrum. It even 
has been shown that this flicker-noise type of 
spectrum extends to 1 cycle per year and probably 
even lower. While this spectral region is not in 
the realm of "short-term" frequency fluctuations, 
it does have a very profound influence on their 
definition and measurement. 

This can be seen by considering a crystal 
oscillator whose frequency fluctuations Q from 
a nominal value have a (power) spectral density 
given by 

G(/(w) =g (w)  + (h/ I  w I ) ,  ( 1 )  

19 
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where g (w) predominates for the higher values 
of w and thus gives rise to the "short-term" fre
quency fluctuations. The second term on the right 
is the flicker noise term. The total mean square 
of the instantaneous frequency fluctuation « Q) 2 ) 
is then given by 

« Q) 2 ) =2jOO
• 

Go(w) dw, E�O. (2) 

Since any physical device must emit a finite 
frequency, f! must be bounded ; and thus the 
integral in Equation 2 must exist. This requires 
that E,eO in order to insure the existence of 

JOO (hll w i )  
. 

dw. 

From the preceding comments, it is apparent 
that this "cutoff" frequency E is not known but 
is certainly less than 1 cycle per year. Thus, any 
meaningful measure of frequency stability should, 
in effect, be cutoff-independent; otherwise, aver
aging times exceeding several years must be 
employed. 

It is possible to consider some function x (t) 
obtained from the frequency (or phase) of the 
oscillator : 

x(t) =X[!(t) ]. (3) 

The expectation value of X (t) is then given by 
T/2 

(x ) = limT-l j x (t) 
T_oo -T/2 

dt. (4) 

In principle, it is possible to obtain the Fourier 
transform of Equation 3 and substitute this in 
the integral of Equation 4. In this situation, the 
only quantities x (t) which have physical signifi
cance (in the sense of being easily measurable) 
are quantities which do not depend critically on 
E as E�. In other words, lim._o+ (x ) must exist 
for meaningful quantities. Table 1 1-1 shows 
several functions 

E�+. 
of the frequency which do not 

exist as Physically, this can be pictured 
as follows : One can measure the quantity 

T/2 
(X )T = T-lj 2 X (5

T/
(t) dt ) 

-
for some given time T, then extend the averaging 
time 
I 

to NT and obtain (x )NT. If the sequence 
(x )NT} is considered, one might find that 

lim I (x )NT }-t 00 • 

For any finite N and T, the quantity (x )NT 
certainly may exist. In the limit, however, the 
quantity may or may not exist. 

TABLE 1 1-1. -Cutoff-Dependent Quantities 

Name Expression 
-�---�---- -. .  - - -� . .  - �-

Auto-covariance function of the T/2 
phase fluctuations limT-lj 

T-+oo 
q,(t)q, (t+T) dt 

-T/2 

Auto-covariance function of the T/2 
frequency fluctuations limT-lj 

T-+oo 
net, T)n (t+T', T) 

-T/2 
dt, 

Standard deviation of the 
frequency fluctuations 

{ T/2 T/2 
lim T-1l [n e t, T) J2 dt-

[
T-l j

T
net, T) 

-+oo 
dt 

-T/2 -T/2 

]-2} 

------ -----
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MEANINGFUL QUANTITIES 

The method of (power) spectral densities is a 
powerful and often meaningful way of encom
passing a broad range of measurements. It cer
tainly has application to the case of flicker noise 
(Reference 1 ) .  Occasionally, however, the quanti
ties of physical interest are not simply related 
to the spectrum or the spectrum contains more 
information than is needed. Thus, other measures 
of frequency stability have been devised. Two 
additional methods are considered here. 

RMS FREQUENCY FLUCTUATIONS 

As was stated in Table 1 1-1 ,  the quantity 

1'/2 c/> (t+T) - c/> (t) 
Ul (T) = 

1'�oo 
lim {T_lj dt 

- T 1 /' 2 
[ 2 

J

is cutoff-dependent. However, if one does not 
pass to the limit T-+ oo but specifies T and T, 
the integral most certainly exists even in the 
limit �-+o. Thus, one measure of frequency sta
bility is the function 

j1'12 [c/>(t-l +T) - c/>(t) 2 
U/ ( T, T) = T d

[

t 
-1'/ T 2 

_ j1'12 c/> (t+T) - c/> (

J
t) 2

_ T l dt , (7) 
-1'/ T 2 

( ) ]
which unfortunately depends on two parameters 
T and T. 

THE METHOD OF FINITE DIFFERENCES 

It is of value here to digress from short-term 
stability and consider how quartz crystal oscil
lators are used in clock systems-a problem in 
long-term stability. Typically, an oscillator is 
used as sort of a "fly wheel" in a clock system 
between regular calibrations with a frequency 
standard. Thus, one measures an average fre
quency n during some interval t - !T to i+ !T, say. 
One predicts, then, that (on the average) the 
total phase accumulated by the oscillator il<l> in 

TABLE 
-� 

1 1-2.-F
- -

inite 
--����

Phase Diff
-----

erences 

Variable Definition 

c/>n c/>n c/> (to+nr) 
tlc/>n c/>n+l - c/>n c/>n+l - c/>n 
tl2c/>n ilc/>n+l - ilc/>n c/>n+ - 2c/>n+l + c/>n 2 
tl3c/>n il2c/>n+l - il2c/>n c/>n+3 - 3c/>n+2+ 3c/>n+l - c/>n 

the larger interval t - j T  to t +j T is given by 

(8)  

While this may be true "on the average, "  the 
frequency fluctuations of the oscillator cause some 
error 0<1>, given by 

0<1> = il<l> - Tn, 

5<1> = ¢(t+ ! T) - ¢ (t - ! T) 

- ( TIT) [c/>(t + !r) - c/> (t - !T) ]. (9) 

If Olle now sets T = 3T and defines the variable 
¢n defined on the discrete range of the integer n 
by the relation 

and if one writes t = to+! T in Equation 9, 0<1> 
can be written in the simpler form 

( 10) 

where il3c/>n is the third finite difference of the 
variable c/>n (see Table 1 1-2) . Thus the precision 
of an oscillator used in this system is related to 
the quantity 

( 1 1 )  

which certainly must exist if the clock is any 
good at all. 

Indeed, if one considers Equation 10 in the 
case of flicker noise (Reference 2 ) , not only is 
il3c/>n a stationary function, but the correlation 
with A3c/>n+k for k � 3  is so small that the con
vergence of the quantity 

N-l 
n=l 
L: 
N 

( il3c/>n ) 2 

for large N is essentially that of a random un-

------ - --
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correlated variable. Similarly one finds in general 
that Akcpn is a stationary, cutoff-independent func
tion for k"?2. 

CONCLUSIONS 

It is of value now to tie these types of frequency 
stability together by applying each method to 
the same theoretical model of an oscillator ; in 
particular, consider an oscillator whose fre
quency is modulated by a flicker noise. Also, let 
the system generate an essentially white noise 
over its bandpass. Since this noise will appear to 
be half AM and half FM, the spectral densities
of frequency and phase will appear as indicated
in Figure 1 1-1 .  On the basis of this model, the
graphs of Figure 1 1-2 were obtained. 

It is interesting to note that the effects of
flicker noise on the variance of frequency fluctua
tions depend on the total averaging time (see
Equation 7) . Thus, if one were to let N = T /T = 2
(the smallest possible number for a variance) ,
the oscillator would "appear" better than for
any other N. However, one should take the en
semble average of many variances for N = 2 to
obtain an acceptably precise figure for the
variance. 

The asymptotes of the curve showing the
variance of the second difference differ from the
asymptotes of the frequency curve by a function
of N and a factor of T2. For this specialized case
the three numbers k, h, and Aw serve as a complete
measure of frequency stability instead of giving
values of a continuous function, such as spectral
distribution or variance of the nth finite dif-

 
 
 

 

 
 
 
 

 
 

 
 
 
 
 
 
 

ference. For the variance of the frequency fluctua
tions, one has a stability measure which is a 
function of two continuous variables. It also is 
worth noting that this model, in fact, fits very 
well a broad class of commercially available 
oscillators. 

One is led to the conclusion that there are some 
commonly quoted measures of frequency sta
bility which are very impractical. The auto
covariance function of phase and frequency and 
the total rms frequency fluctuations are not useful 
concepts in the definition of frequency stability, 
since it is very difficult to obtain them experi
mentally. While the rms frequency fluctuations 
for specified sample and averaging times is a 
meaningful quantity, it is very inconvenient to 
have a stability measure be a function of two 
variables. Thus, it is suggested that the more 
meaningful concepts are (power) spectral densi
ties of phase and frequency fluctuations and the 
variances of the second and higher finite dif
ferences of the phase. 

With the difficulty of defining an rms fre
quency, one sees also the difficulty of measuring 
the true (power) spectral density of the output 
voltage of an oscillator. Indeed, as one makes his 
analyzer narrower in bandwidth and takes longer 
to sweep the line, the spectrum looks worse and 
worse. 

1. LIGHTHILL, 
REFERENCES 

M., "Introduction to Fourier Analysis and 
Generalised Functions," Cambridge, 1962. 

2. BARNES, J. A., "Atomic Timekeeping and the Sta
tistics of Precession Signal Generators," to be published. 



N 6 6 - 1 0' 3 9 3 

12. THE EFFECTS OF NOISE ON 
CRYSTAL OSCILLATORS 

E. HAFNER 

U. S. Army Electronics Command 

Fort Monmouth, New Jersey 

A first-order perturbation analysis has been used to derive an explicit expression for the output 

signal of an oscillator with noise sources at several locations in the circuit. While differing in detail, 
the essential features of the output signal-with only one noise source acting-are found to be the 
same for each noise source in the circuit. An additional white-noise component, however, is con
tributed by the source across the output. The common features of the signal reveal two aspects of 
oscillator behavior to be present simultaneously, which heretofore have variously been assumed to 
exist separately, to the exclusion of one another. The first one is characterized by the random-walk 
phase disturbance and low-frequency amplitude modulation, while the other is the action of the 
oscillator as an extremely narrow-band noise filter. The manner in which these aspects are reflected 
in the power density spectrum of the signal and in its short-term frequency stability are discussed. 

Although the problem of noise in regenerative 
feedbaek oscillators has received considerable at
tention in the past (References 1-6) , there is 
ample evidence that the existing theories provide 
only partial descriptions of a many-sided phe
nomenon. In fact, some of the most prominent 
aspects of oscillator behavior, persistently ob
served in the eourse of experimental investiga
tions, apparently cannot be explained by these 
theories. As a consequence, there exists a serious 
lack of useful guidance for the development of 
improved devices and hence a definite need for 
additional work. 

The present paper represents an attempt to 
clarify further the manner in which the Johnson 
and shot noise affect the signal in an oscillator 
and to arrive at a sufficiently detailed under
standing of the controlling parameters to indicate 
the direction in which improved performance can 
be found. 

1 .  STATEMENT OF THE PROBLEM 

A circuit configuration which closely resembles 
a quartz crystal oscillator, and yet is still man
ageable analytically, is shown in Figure 12-1 . 
The R3- C3- L3 branch approximates the be-

havior of the quartz erystal unit. The active de
vice in the oscillator is assumed to have infinitely 
high input and output impedances and to gene-

125 

t . + 
I S  

l = l l + L3 .  t =� +c;-' wo2 =Cc  
i j=  f(eQl 

FIGURE 12-1.-0scillator Model. The feedback network 
is fed from an ideal current generator whose strength i, 
is a non-linear function of the output voltage ego The 
generators i" VI)  V2 and Va are, for the purposes of this 
paper, assumed to be white noise sources. The Ra, La, Ca 
branch approximates, by proper choice of the parameter 
values, the action of a quartz crystal unit. 

rate a current i1 which is a nonlinear function of 
the output voltage of the feedback network : 

( 1 . 1 )  

The current generator is and the voltage genera-
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tors vI, 1'2, and V3 inject extraneous signals into the 
oscillator whose effects are to be evaluated. 

The differential equation describing the form 
and behavior of the output voltage 
derived from the equation 

eo is best 

which follows readily from Figure 12-1 ,  by re
garding 8 in ,  for example, 
(

ZI as an operator 
Hefercnce 7) s-'>d/dt. One finds with Equation 

( 1 . 1 ) ,  after some 
: 

rearrangeme

=

nt, 

8L1 

( l .3)  

wlH'reby 

( 1 .4)  
and 

p et)  = ( LdLC2) (di" ldt) +wo2 ( CIC2) (V, + V3 )  

It 

+ [ (

is 

d

noted 

2/dI2) + 

that 

( HaiL) 

Equation 

(dldt) + ( l

3) 

( CIC

only 

a ) wo2]v .5) 

( 1 .
oc ,  

is of 

' 

order; 

2
second 

with L3-'>0 and C3-,> it reverts to the 
equation for a conventional single-tuned circuit. 

( )f major concern in this paper are the proper
ties of the solutions of ( 1 .3) when the extraneous 
signals are random noise. Stable, nearly harmonic: 
solutions of ( l .3) will be assumed to exist with
out further discussion ; and only tIll' stationary 
stat(' propertiC's of such solutions will be dealt 
with in thl' following (i.e .. the initial buildup of 
the os('illations is assumpd to be in the infinite 
past) . 

If tlH' noise sourees in Figure 12-1 are quieseent, 
Equation ( 1 .3 )  beeomes completely deterministic ; 
and it iK weII known that, with F there 
aI'<' stpady-state solutio

provided 
!l)

ns which are oscillatory 
i l l  natul'(', ('ertain conditions 

( t )  =0. 

are met 
( H('fl'rPIl ('('s 8 and The aetion of the noise 
soure(', is not essential 

. 
for these solutions to 

('xist ; rath<'r, with ill('reasillg intensity , the noise 

sources cause progressively more severe random 
disturbances of the deterministic solutions. 

The solutions of ( l .3) with F (t)  =0  are per
fectly periodic in the steady state and can be 
represented in the form 

eao = LAno ' 

n 
cos (nwll+ <Pn ) ( l .6) 

For an harmonic oscillator capable of steady 
state 

WI 
oscillations, the will not all be zero 

and will be in the neighborhood 
Ano's 

of Wo defined 
in ( 1 .4) . With all transients in the infinite past, 
the Ano's and 
as well as the value 
ciple-be determined 

<Pn'S are values, 
of WI, 

constants whose 
can-at least in prin

to any desired accuracy. 
[When 

F 
Equation into 

with 
( Ui) is substituted ( l .3) , 

( t )  = 0 and the principle of the harmonic 
balance ( Reference 10) is applied, an infinite set 
of nonlinear algebraic equations results which 
can be solved by an iteration procedure.] 

The noise sources in Figure 12-1 introduce 
transients into th� system, and the steady state 
is never maintainee exactly ; the various harmonics 
of the solution of ( l .3) never have sharply defined 
amplitudes and phases. For the present purposes 
it is most appropriate to write efl in the form 

ey = L[A
n 

where the 

no+x,, ( t ) ] eos[rlw1

<p,

t+<PII + <Pn (t) ] ( l .7) 

and , ( t ) 's are stoehastie 

, 

variables representing 
disturbances 

xn (t) 's 
the amplitude and phase 

caused by the noise. When the 
Xn (t) 'S and 
linear in these 

<Pn ( t
quantities 

can be approxima

) 'S are so small that only terms 
are of significance. 

t<.>d by 
efl 

( 

with eyO 
l .8) 

defined by ( l .ti) and u ( t )  given by 

u (t )  = L[xII ( t )  COS (nwlt+<PII ) 

It is apparent that, to within this approximation, 
all disturbances caused by the noise--and only 
the disturbances-are represented by 

) .  
u ( t in 

Equation ( 1 .8 The fact that the approximation 
is justified , in particular that 

) 

1 

remains 

<P1l (t) 1 « 1 , ( LlO) 

to be verified onee u(t)  is eomputed for 
any particular situation.  
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Because eyO is the solution of the unperturbed 
equation and the approximation of ( 1 .5) by ( 1 .6) 
implies already that terms of higher order in 
u ( t) are negligible, substitution of ( 1 .8) into 
( 1 .3) results in 

This is a linear differential equation for u (t) ; its 
time variablc coefficients depend only on egO, the 
steady-state solution of the homogeneous equa
tion ( 1 .3) , and hence are known. 

The most realistic representation of the noise 
currcnt and the noise voltages VI, V2, and Va 
in F(t )  

1.8 
are series of delta functions of variable 

strength and variable occurrence, and these are 
also representations for which the solution of 
( 1 . 1 1 )  is readily found and conveniently inter
preted . In the following it will be assumed, there
fore, that 

i. = LaSk 
k 

O ( t - ik)  

Vr = Lark 
k 

O ( t - tk) (1' = 1 , 2, 3) .  ( 1 . 12) 

Once is determined, the stationary statc solu
tion of 

egO 
Equation ( 1 .3) can be found with ( 1 .8) , 

according to the linear superposition principle, 
when ( 1 . 1 1 )  has been solved for a single impulse 
from each one of the noise sources in the circuit 
in Figure 12-1 . 

Only an approximate 
d 

solution of Equation ( 1 .3) 
will be sought an dealt with in this paper. 

2. THE DISTURBANCES OF THE FUNDAMENTAL 

COMPONENT 

2.1  The Approximations 

When the nonlinear terms in the current volt
age characteristic ( 1 . 1 )  of the active device are 
small and/or the feedback network in Figure 12-1 
is highly selective, the second and higher har
monics in ( 1 .6) will be much smaller than the 
fundamental and can be considered negligible to 
a first approximation. These conditions will be 

assumed justified in the following, and ( 1 .6) will 
be approximated by 

(2. 1 )  

Only a first approximation to the disturbances 
eo 

of 
the fundamental frequency component of can 
uow be evaluated reasonably. This is found from 
( 1 . 1 1 )  by letting n et) i ll ( 1 .8) become 

n (t) = XI ( t) eos (wlt + <p) + YI (t) sin (wlf+<p) , (2.2) 

with 

(2.3) 

The next higher approximation to the disturb
ances of the fundamental frequency component 
apparently can still be determined from the linear 
perturbation equation ( 1 . 1 1 )  if the noise sources 
are weak. It requires that sueeessively higher 
harmonies in eaO as well as in 1t (t)  be included 
in the analysis, whereby the first improvemeut 
in XI (t) and q:,1 (t) cannot be expected until at 
least the third harmonic is considered. * When 
any one 

V3 
or all of the extraneous sources is , VI , V2, 

aud arc strong, higher order terms in u (t) 
will no longer be negligible-

eao 
even if u (t) is ap

proximated by (2.2) and by (2. 1 )  �and a 
nonlinear perturbation analysis beeomes neces
sary. It will become apparent later on, however, 
that this latter ease ean be of significance in prac
tical oscillators only when the perturbing forces 
are signals other than thermal or shot noise. 

Any attempt to actually ('ompute the higher 
order approximations to u(O , or to evaluate the 
limitations on the validity of the first-order ap
proximations to be derived , is bcyond the seope 
of this paper. 

2.2 The Unperturbed Signal 

Without imposing undue further restrictions 
( Reference 8) on the following analysis, the cur
rent voltage characteristic ( 1 . 1 )  of the active 

* When dealing with crystal oscillators, it must addi
tionally be observed that crystal units generally have an 
overtone response close to the third electrical harmonic of 
the oscillator frequency. Especially under high drive condi
tions, the two frequencies can coincide. The presence of 
this crystal response in the feedback network then be
comes very significant and must be considered in the 
analysis. 
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FIGURE 12-2.-Typical behaviour of the effective trans
conductance gm as a function of signal level. Dots are ex
perimental points obtained on a 2N2808 transistor, 

operated at i, = 2 rna. 

128 SHORT-TERM FREQUENCY STABILITY 

50k 

device will be assumed to have the form 

(2.4) 

In order for (2. 1 )  to be a reasonable approxima
tion to ( Ui) , (3e"2«g,,,o is desirable, expecially 
when tIl(' transfer impedance of the feedback 
network at the harmoni(, frequenei('s is not ex
tremely low. 

When (2 .4) and (2. 1 )  are inserted into ( 1 .3 )
with P(t) =0, the valu('s of Al and WI can be 
determined to 

WI = wo. (2 .5) 

It is useful to note that the approximation 
( 2. 1 )  to the steady-state signal of the unperturbed 
oscillator is the solution of the linear differential 
equation 

Coo+ ( Lt/ LC2) [ (  C2R3/ L1 ) - g",u 

+1{1A I2]coo+wI2eoo =O,  (2.ti )  

which r('sults when the equivalent linearization 
procedure is applied to ( 1 .3)  [with F (t) =0]. 
The damping term in (2.G) vanishes only when 
(2.5) is tmtisfied . The quantity 

(2.7) 

will be recognized as the effective transeon
ductal\('(' ( Hefl'l"('IH'e 12 )  of the active device for 
signals of amplitude A I . With g",o and {1 both 
positive, (2 .7 )  indieaks that Om decreases monot-

 

onously with increasing AI ,  as shown in Figure 
12-2. This behavior actually was observed under 
nearly all reasonable conditions in tests on a 
large 
grnO 

number of active devices. The values of 
and {3 to be used in (2 .4) and in the following 

relations thus can be determined from the meas
ured gm vs. signal amplitude curves. * Because 
( 2.5)  or ( 2.6) require ( Refer(,IH'e 13) , 

(2 .8) 

the amplitude Al of the steady-state oscillations 
can be adjustcd by proper choic(' of the ('in�uit 
parameters. 

With ( 2. 1 )  and (2.5) , th(' steady-state signal 
in the undisturbed oscillator, as it will be used 
in the present analysis, is defined ; and the per
turbations of its amplitude and phase due to the 
noise must be determined next. 

2.3 The Impulse Response 

The general l'q, . tion ( 1 . 1 1 )  for the perturba
tion u (t) aSSUnt('S- with ( 2. 1 ) ,  (2 .4) , and (2.5) --

* A more d�tailed examination (Reference 1 1 )  of the 
contributing factors shows 

f(ea) 

that a {3* <(3 actually should 

be used in the followinl!; sections pertaininl!; 

whereby (3* i!l the eoefIiciPllt of the 
in 

third-order te
the instantaneous function ( 1 . 1 )  is devploppd 

rm 
to u(t), 

when 
into 

a Taylor series. Since the coefficicnts of the Taylor series 
depend on the bias conditions of the active devicc and 
since the bias conditions 

gm 

/(eo), 

change, almost invariably, with 

amplitUde, the vs. amplitUde curves, measurcd under 
static conditions, include implieitly the effects of the 

even-order terms in particularly thc second-order 
term. The difference between {3 and {3* is not vcry sig

nificant cxccpt in oscillators with artificial level control, 

such as AGe or lamp bridge oscillators. In AGC oscillators 
the changc in the bias 

(1 
('onditions is artificially magnified 

and utilized to adjust ... 0 and {3 such that the dmnpinl!; 
term in (:l.6) vanishes (Hcference 13) for a very small 
value of A I. In a lamp bridge oscillator thc value of N3 ill 
(2.6), or its equivalent, dependinl!; on the actual ('.in�uit, 

varies with signal amplitude 

is 
and adjusts itself 

g 
to the valuc 

at which the damping term zero, while ... " and {3 remain 
essentially unchanged. All amplitude-dependent changes 
in bias conditions-or in N,-requirc 

R - C  
a finite time to become 

effective, govPfllcd by an time constant, whilc the 

first cfTeds of a noisc impulse instantaneously. The 

function (2.4) is understood, therefore, 

occur 
to rcprcspnt the 

instantancous relation betwcen il and for the purposps 
of the prcsent anaIysi�. Any dclayed aetioll 

Co 
will ollIy afTI'd 

the envelope fUBetioll of aIHI, if nccessary, c:tn be ac

counted for by imposing 

fo 
suitable eonst l':\int� on thc bc

havior of thi� functioll after the instantancous behavior 
has bCPB estahlishpd . 
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the form 

ii+wa[1+2 
+WI2[

cos2
I - 4

(wl
'Y 

t+rp) ]U 
sin2 (w (2.9) 

whereby the parameter 'Y is conveniently defined 
by either of the two equivalent 

lt+rp) ]u = F

expressions 

(t) , 

'Y = I(WIC ) - ( Ld LHflAI2, 2

(2. 10) 

It will become apparent later on that 2/wa is 
the time constant which controls the decay of 
disturbances in the oscillator. 

Equation (2.9) is of the Mathieu type and, 
through proper transformation ( Reference 14) , 
could be brought into the standard form. This, 
however, appears to be of no assistance in its 
solution. Rather, with the aid of the identity 

F (t) = F (t) · 1  = Fc cos ( wlf+rp) + F. sin 

cos 

(wlt+rp) , 

Fe = F (t) (wlf+rp) , 

(2. 1 1 )  

and with u(t) given by (2.2) , Equation (2.9) 
is fewritten in the form 

(xI+2w

Oi

IY
I 

I+2waxl - Fc) cos (wlt+rp) 

+ - 2WIXI - 2whxl

cos3 

- Fs) sin (wlt+rp) 

+ (XI + 3WIYI ) wa (wlt+rp) 

(2 .12) 

For (2 . 12)-and hence (2.9)-to be satisfied 
identically for all it is certainly sufficient that 
the following conditions 

t, 
be met : 

(2. 13) 

(2.14) 

Since the trigonometric functions in (2. 12) are 
linearly independent and Xl (t) -and in a sense 
YI ( t) too-represent small disturbances of large 
constants, it appears plausible that (2. 13) and 
(2 .14)  are both necessary and sufficient for (2 .12) 
as a perturbation equation to be satisfied. While 
we have not been able to prove this rigorously 
as yet, we proceed under the assumption that the 

solutions of (2 .13)  contain all significant aspects 
of the solution of (2.9) [i .e. ,  we assume that 
other possible solutions of (2 .12) are of no conse
quence for the present work]. * The solutions of 
(2. 14) provide the possibility to account for 
permanent phase shifts in the third harmonic, 
but to within the present approximation they do 
not affect the disturbances of the fundamental 
and need not be dealt with further here. 

It is important to note that Equations ( 1 . 1 1 ) ,  
and hence (2.9) and (2 .13) , follow from ( 1 .3) 
by assuming only that 
that higher order terms are 
of slowly varying amplitude 

u (t) in ( 1 .8) is so small 
negligible. The method 

and phase (Refer
ence 15) has not been used nor was the narrow
band approximation (Reference 16) introduced. 
u (t) , and hence and need only be 
small ; but their rate of change with time is not 
restricted. To neglect 

Xl (t)  

their 

YI 

second 

(t) , 

derivatives 
( References 1 and 5) is seen to be arbitrary and 
emphatically is not justified. 

Equations 2 .13 are linear, and the superposi
tion principle can be applied to find the response 
of the system to the combined action of all the 
noise sources if the response to a single impulse 
from each of the noise sources is known. The 
method used here to find the impulse response 
will be indicated briefly for v�. With 

is =O, 
Fc and Fs become, because of ( 1 .5) and (2 . 1 1 ) ,  

Fc = ( C/C ) wI2a3k o ( t - tk) 2

Fs = ( C/C2) wI2a k o (t - tk )  2 sin

cos

(wl

(wl

i+rp

l+rp)

) . 

, 

(2 .Hi) 

The Laplace transform of (2 .13)  with (2 .16) is 

(p2
= 

+2wap) 

( C  / C ) wl2a3k 2

X13+2

cos 

w1P YI3 

(Wltk+rp) exp ( - pik) , 

The initial conditions for and and their 
first derivative are zero when, at the oscil
lator is assumed to be in the 

Xl 

state 

YI 
t = 

which 
tk, 

would 
result if the last impulse-prior to the one con
sidered-would have been in the infinite past. 

* Sec Appendix A .  



130 SHORT-TERM FREQUENCY STABILITY 

The inverse transforms of the solutions Xl3 and Yl3 of (2. 1 7 )  are : 

Xl3k = - (WI C/2C2) a3/, sin (Wltk +<P) exp[ - WI/' (t - tk) J 

+ (wIC/2C2) a3k cOS (Wllk+<P)  exp[ - (wl/'/2) ( i - tk)  J sin2wl ( t - tk)  

+ (wIC/2 C2) a3k sin (Wltk+<p) exp[ - (wl/'/2) ( t - tk)  J eos2wl (t - tk) ' 

Yl3k = (WI C/2C2) a3k eos (Wltk +<P)  

- (wIC/2C2) a3k cos (wll,, +<p) exp[ - (wl/'/2) ( l - tk)  J COS2Wl ( l- l,.j 

+ (wIC/2C2) aak sin (w1tk+<p) exp[ - (wl/'/2) ( t - Ik )  J sin2wl ( t - tk) ' 
( 2 . 1 8) 

The terms periodic with 2Wl in XI3k, and Y13k are correlated ; their presence in (2 . 1 8 )  is indicative of 
some of the difficulties frequently encountered ( Reference 1 7 )  when dealing with amplitude and phase 
funetiolls. the present case the problem is readily resolved wlH'n u (t) is formpd according to (2.2) . 
One finds with 

In 
(2 . 18 ) , as the solution of (2.9) , 

113(l )  = - (WI C /2(2) a3k sin (wllk+<P) exp[ - Wl'Y ( I  - tk) J eos (w11 +<p)  

+ (wIC/2C2) a3k COS (Wdk + <P) sin (wlt+<p) 

+ (wIC/2 C}2) a3k exp[ - (wn'l2) ( t - tk )  J sinwl (t - tk) ' (2 . 19)  

2In ( 2 . 1 8) ,  and lWlI('e in  (2. 19) , terms with 'Y or 'Y2 as  factor have bcell ncglected and 'Y «4 was assumed. 
This is justified because 'Y is already restricted to very small values, on('e all other assumptions made to 

2 arrive at (2.9) are 

( L

met. 

d 

Since {1cyo in (2 .4)  should be much smaller than it follows approximately 
from (2. l0a ) , with (2 .7)  and (2 .8) , that 

gmt) , 

(i .e. , 
'Y = 

I 2L) (WICZ) - �{1A 1 « ( LI/ L) (WlC2) - Igm() � ( L1/ IJ) ( :,,)1 Cz) - lam = H;(/wIL (2.20) 

'Y«Ha/wIL) . When (2 . 1 !l )  and (2. 1 )  are suilstitutl'd into ( l .X) , c" ('an \)(' written as 

c" = [AI +ak (t )  J eos[wll+ 1]k (t) +<p J + lIk ( l ) , (2 .2 1 ) 

whereby, for a single impulse g<'neratcd at time tk by l'a in Figure 1 2--1 , 

adt)  = a3k ( l )  = - (wIC/2C2) a;(k sin (wllk +<P)  exp[ - wl/' ( t - lk)  J ,  

I1]k ( l )  = 1]3k ( l )  = - AI- (wIC/2C2) a3k cos (w1Ik+<P) , 

nk (t )  = n3k ( l )  = (wIC/2Cz) aak exp[ - (Wl'Y/2) ( t - tk)  J sinwl ( t - tk) . (2.22) 

This representation shows that the os(�illator 
signal suffers at the time of the impuls(' an in
stantancous 

-

change in amplitude by the amount 
(w1Cj2C2 ) aak sin (w1tk+<p) ---whieh subsequently 

decays to zero at a rate determined by 'Y-and 
an instantaneous and permancnt change in phase 
by the amount 1]ak in (2.22) . This type of be
havior has been derived, or ('oncluded to exist, 
by 
( Hefe

numprous 
rPIl('e 3) 

writers in the past. Blaquiere 
has discussed at length the fad 

that tlH' magnitude' and sign of the amplitudp 
and phasp (�hanges depend on tlw phase of 
a t tIl(' tinw fk . 

CaO 

TllP third term 1!ak ( t )  in (2.2 1 ) appears simply 
as an additive component. It is the impulse re
sponse fun(�tion of the passive network in Fig\ll'() 
1 2 -1 , with the loss term R;( partially eliminated 
by the aetion of the a(,tive device. The quality 
faetor of the resulting network is I /'Y which, 
aecording to (2.20) , is substantially high PI' than 
the dfeetiv(' quality faetor of the passive ele
ments in tlw ('in'uit. Tlw exiRtenee of tlw term 
1/;(k ( t )  i l l  til(' Roilitioll of ( I .:n reveals that the 

CUll, 
oscillator, ill addition to gl'lwrating til(' signal 

simliitall()ously acts as a narrow-band nois(' 
filter of relative band width Llw/ WI = 'Y. Although 
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the third term in (2 . 19) is, at l = tk, equal to the 
sum of the two other terms and hence an im
portant part of the solution, it is eliminated from 
the equations when the method of slowly varying 
amplitude and phase is applied. It apparently 
has not been observed before for this reason. 

In a manner similar to that used in the deriva
tion of the expressions (2.22) for the noise sources 
as shown in (2 .15) , the response of the system 
to a single impulse from each of the other noise 
sources in Figure 12-1 can be evaluated in turn. 
From ( 1 .5)  it is apparent that an impulse from 
Vt leads again to (2.22) if aak is replaced by atk. 
When 

the solution of ( 1 .3) has again the form (2.21) ,  
whereby now 
CXk (t) = CXsk (t) = ( Ltask/2LC2) 

X cos (wttk+",) exp[ - Wt'Y ( t - tk) ], 
tTJk (t) = TJsk ( t )  = - At- ( Ltask/2LC2) 

X sin (wttk+",) , 

nk (t) = nsk (t) = ( LIasd2LC2) 

X exp[ - (wa/2) (t- tk) ] COSWI ( t-tk) ; (2 .23) 

while, for 
V2 = a2k 8 ( t - tk) , i. =O, VI  =Va =0, 

one finds 
CXk (t) = CX2k (t) = (wILt/2L) [1 +  ( Ra/wILI) 2]1/2a2k 

X sin (wItk+ ",+l/t) exp[ - wa ( t - tk) ], 

TJk (t) = TJ2k � t) = A I-I (wILt/2L) 

X [I + ( Ra/wtLI ) 2]1/2a2k cos (WIlk+",+l/t) , 

nk (t) = n2k (t) = a2k 8 ( t - tk) 

1- (wtLt/2L) [1 + ( Ra/ wtLt) ] /2a2k 

X exp[ - (w!,y/2) ( t - tk) ] sin (wtt- Wttk -l/t ) ,  

(2 .24) 
with 

tanl/t = Ra/ wtLt. 

Comparison of like expressions in ( 2.22) , (2 .23) , 
and (2 .24) shows that, except for numerical dif
ferences and differences in phase, the response 

of the system to an impulse from any one of the 
noise sources is the same in each case, with only 
one significant exception : The original impulse 
from V2 appears directly in Co, in addition to 
creating a system response like that caused by 
the other noise sources. The importance of this 
fact, reflected in the expression for n2k in (2.24) , 
will be discussed in greater detail at a later point. 

The Laplace transforms of derivatives of delta 
functions, required to obtain the results shown 
in (2.23) and (2.24) , are readily found according 
to established techniques (Reference 18) . As in 
(2.22) , terms with ,), or ')'2 as a factor have been 
neglected in (2.23) and (2.24) . 

2.4 Amplitude and Phase Disturbances 

When nk in (2 .2 1 )  is decomposed into com
ponents parallel and orthogonal to egO, one can 
write eo in the form 

eo = [AI+Xk (t) ] cos[wtt+",+4>k (t) ] . (2.25) 

For a single impulse from Va, one finds from (2.22) 
that 

t4>k (t) =4>3k (t) = - AI- / l +exp[ - (wa/2) (t - tk) ] l  

X (WtC/2C2) aak cos (wttk+",) (2.26) 

and 
Xk (t) = X3k ( t) = - / exp[ -wa(t - td ] 

+exp[ - (wa/2) (t- tk) ] l  

X (wIC/2C2) aak sin (wttk+",) . (2.27) 

These relations shmv that a single impulse from 
Va in Figure 12-1 causes an instantaneous change 
in the signal phase, which slowly decays with a 
time constant 2/ wa to half its original value. 
The amplitude also suffers an instantaneous 
change which, however, is completely corrected 
with time by the action of the active element. 
The magnitude of the respective initial changes 
in amplitude and phase depend on the phase of 
the underlying sinusoid at the time of the impulse. 
The effective time constants involved in (2.26) 
and in ( 2.27) are sensibly the same in the oscil
lator model treated here, which is represent
ative of self-limiting oscillators. In AGC and 
related-type oscillators, however, the amplitude 
disturbances are �rtifi('ally corrected in a very 
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much shorter time, without thereby affecting 
the phase of the signal in first order (Reference 
19 ) . Even in this rase, then , the time constant 
in ( 2.26) remains determined by the nonlinear
ity in the active device according to (2. 10) 
and (2.4) , while the exponential functions in 
(2.27) should be replaced by exp[ - ( t - tk) / T] 
if T is the time constant of the AGe loop or its 
equivalent. 

The exponentially decaying term in (2.26) , or a 
term similar to it, must be expected to exist when
ever cledrical pulses or impulses are applied to 
the oscillator,  such as when voltage variable 
capacitors arc used for modulation purposes. 
While the present analysis docs not extend to 
these cases, it must be expected further that the 
phenomenon responsible for the existence of the 
exponentially decaying term in (2.26) will act to 
limit the modulation rate attainable in crystal 
oscillators by means of voltage variable capacitors. 

To reduce the length of time over which the 
effects of any particular disturbance are notice
able in the s ignal phase, it is necessary for l' to 
be as large as possible ; because of (2 . 10) this 
means that both 

AI ,  
(3, the nonlinearity in the active 

device, and the signal amplitude, should be 
large. This point will be further discussed in 
Section 3.:3 .  

The expressions eOl'responding to (2.26) and 
(2.27) for a single impulsc from ii in Figure 1 2- 1  
can b e  obtained from (2.23) by the same pro
cedure as above ; those for an impulsc from VI 
are given by (2 .26) and (2.27) with alk substi
tuted for 

The eomponents 
a3k. 

of !l ( t )  in response to a single 
noise impulse from VI , V3, or is in Figure 1 2-1  are 
infinitesimal ; and there is no question about the 
equivalence of (2.2 1 )  and (2.2.5 ) . The response 
of the oseillator to an impulse from V2, however, 
contains the original impulse as seen from n2k ( t )  
in ( 2.24) . Since the impulse-by definition-is 
an infinitely large signal, the procedure used 
before can he applied only 

e(/ 
to the second part of 

n2k ( t ) . Until the signal has been aeted on by 
the filter in the output amplifier, the impulse in 
n2.dt )  must be carried as an additive component 
to (2 .25) . 

To facilitate the following developments, cf!k ( t )  
in  (2 .25) will be represented as 

(2.28) 

whereby 1/1: represents the permanent shift in the 
signal phase discussed in Section 2.3 and tJk ( t )  
the exponentially decaying part of the phase 
disturbance (i .e . ,  the out-of-phase component of 
the impulse response of the oscillator acting as a 
narrow-band filter) . The output signal from the 
oscillator, disturbed by a single impulse from any 
one of the noise sources, becomes 

Co = [AI +Xk (t) ] COS[Wll+",,+1/k+Ok ( t ) ] 

+an o ( t - tk ) . (2 .29)  

2.5 The Response to White Noise 

The response of the oscillator to white noise is 
obtained by linear superposition of the effects 
of all the individual 
undisturbed signal 
to the impulse at time 

Cao 
impulses in ( 1 . 12 ) . The 

used in deriving the response 
tk was assumed previously 

to include all permanent effects of the impulses 
prior to tk• Hence, the phase angle "" in ( 2. 1 )  
and consequently in (2.29) is of the form 

k-l 
"" =  L1/kl 

and need not be carried farther. The oscillator 
signal , as disturbed by the aetion of the white
noise sourees in Figure 2 1 - 1 ,  becomes 

cg = [A l +x (t) ] cos[wjt +1/ (t )  + tJ (t)  ] + V2 ( t) , 

(2.30) 
with 

X ( i) = Xl ( t) + X2 ( i) + Xa( t )  +x8 ( t ) ,  

1/ ( t )  = 1/1 ( t )  +1/2 (t)  + 1/a ( t )  +1/8 ( t )  , 

tJ ( t)  = tJ1 ( t )  + tJ2 ( t )  + tJa ( t )  + tJ. ( t) , (2. :31 ) 

when-for Xjk ( t )  , 1/jk ( t )  , and t'Jjd t) ill 

Xj(t )  = LXJk (t) , 
k k 

tJj (t )  = LtJjk ( l )  (2.32) 
k 

-the appropriate expressions following from 
(2 .22) , (2 .23) , and ( 2 .24) a('('ording to the pro
eedure deseribed in Section 2.4 are used . The 
summatiOlls 

tk
in 
� t ;  

(2 . :�2) extend ovpr all values of 
k for which alld j =  I ,  2, :�, 

The proc'pss indi('akd by (2 .
s. 
3 1 ) and (2.32) 

has considerablP merit cOIlC'eptually. The in
dividual impulses in ( 1 . 12 )  are c:aused by the 
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elemental phenomena involved in the transport of 
electrical charges and, though exceedingly nu
merous, arc extremely weak. The addition of the 
effects of any one of these impulses to x, "1, and tJ 
in (2 .31)  changes these quantities by only in
finitesimal amounts. There never can be any doubt 
that the linear perturbation equation (2.9) applies 
and that the out-of-phase components of Uk (t) 
can be taken into the argument of the sinousoid. 

Nevertheless, the statistical properties of 
are evaluated more readily when the sums in 

Co 

( 1 . 12) are replaced by continuous functions. 
Without discussion of the essentially philosophical 
questions involved thereby (Reference 20) , it 
will be assumed from here on that the output of 
the noise sources in Figure 12-1 is 

i. =B. (t) , 

(r = l ,  2, 3) , (2 .33) 

whereby each B (t) is Gaussian, has zero mean, 
and is delta-correlated : 

(2.34) 

The ak's in (2.22) to (2.24) now 

(i�j)

are 

. 

to be re
placed by 

(2 .35) 

and the sums in (2.23) become integrals. 
The final solution to the problem of determining 

the explicit form of the signal in the oscillator 
shown in Figure 12-1 ,  where VI , V2, Va, and are 
white-noise sources, can now be stated as foll

i. 
ows : 

The signal at the output of the feedback network 
is given by (2.30) , with (2.3 1 )  and 

1 t2 1 2X [1 /2 (t) = (wILI/2L) + ( Ra/wIL1) ]
o 

B2 W sin[wI�+"Im +Jf] 

{
X { exp[ - wI'Y ( t-�) ]+exp[ - (wJ"Y/2) ( t- �) ] I d�, 

"I (t) = A1-I (wIL1/2L) [ 1+ ( Ra/wILI) 2 1] /22

1
o 

B2W COS[WI�+"I W  +Jf] d�, 

= 
t1tJ2 (t) A I-I ( LJ/2L) [1 + (Ra/wILI) 2] /2wI

o 
B2w COS[WI�+"IW +Jf] exp[ - (wI'Y/2) ( t- �) ]  d� ; (2.36) 

Xa (t) = - (wIC/2C2) {
o 

BaW sin[wli;+"IW ] { exp[ - Wl'y ( t- �) ]+exp[ - (wJ"Y/2) ( t-�) ] I  d�, 

"I2 ( t )  = - AI-I (wIC/2C2) {
o 

BaW COS[WI�+"I W ]  d�, 

tJa (t)  = I - AI- (wIC/2C2) l t

o 
BaW COS[WI�+"I(�) ]  exp[ - (wI'Y/2) ( t- �) ]  d� ; ( 2.37) 

Ix. (t)  = (2C2) - ( LJ/L) {
o 

B.W COS[Wl�+"I W ]  { exp[ -wI'Y ( t- �) ]+exp[ - (wJ"Y/2) ( t-�) ] I d�, 

"I. ( t) = I I- A1- (2C2) - ( LJ/L) {
o 

BsW sin[wI�+"Im ] d�, 

I ItJ. (t) = - A1- (2C2) - (LJ/L) {
o 

BaW sin[wI�+"I m ] exp[ - (wJ"Y/2)  ( t-�) ]  d�. (2 .38) 
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The expressions for Xl, 1/1, and fJl are identic81 
to those for Xa, 1/a, and fJa, respectively, and are 
obtained if only Ba m is replaced by Bl m .  It 
will be observed that the integrals for n et) are 
of the type familiar from the theory of the 
Brownian motion (Reference 20) , indicating that 
the phase of the carrier executes a random walk. 

Of the various assumptions which had to be 
made in deriving the above expressions as an 
approximation to the solution of ( 1 .3) , the one 
regarding the absence of harmonic components
particularly of the third harmonic in the un
disturbed signal-is considered to be the most 
serious. In general, it must be expected to limit 
the validity of the result to oscillators operating 
at low signal levels. Nevertheless, the expressions 
do give a detailed description of the effects of 
noise on the oscillator signal, which becomes in
creasingly more accurate as the harmonic con
tent is reduced .  Since no restrictions had to be 
placed on the magnitudes of La and C3 in Figure 
12-1 , the above approximation to eg applies 
equally to crystal oscillators and L-C oscillators. 

3. THE POWER SPECTRAL DENSITY OF THE 

SIGNAL 

3.1 Proof of Ergodicity 

With the oscillator signal available in explicit 
form, its statistical properties can be evaluated. 

The properties of 1/ (t) in (2.30) , with (2.36) 
to (2.38) ,  must be determined first. According 
to (2.34) , the B/s have zero mean and are not 
correlated to one another. Hence, the mean and 
variance of .,, (t) are 

(.,, ( t) ) =0,  ( 3 . 1 )  

0"2 =  ([1/ (t) ]2 ) =  L ([.,,;(t) ]2 ), ( j = 1 ,  2, 3, s) . 
; 

(3.2) 

For example, with the aid of Fubini's inte
gration theorem and considering that B3(t) and 
cos[wlt+1/ (t) ] are independent, one finds the 
variance of 1/3 (t)  as 

= ( 1/ A12) (wlC/2C ) 2[[ 
o 0 

(B3 (U)B3 (V) ) (COS[W1U+1/ (U) ] COS[W1V+1/ (V) ] ) 2 du dv 

= ( 1/A12) (wlC/2C ) 2 (B32) 
o 

1 1 +  2 [ (COS2[W1U+1/(U) ] ) }  du 

t 
= (BN2A12) (wlC/2C ) 2t+ (BN2A12) (wlC/2C ) 22 2 j

o 
(COS2[W1U+1/(U) ] )  duo (3.3) 

Even if (COS2(W1U+71(U» is not zero for all U 
in 0::; U S t, the integral always remains finite 
while the first term goes beyond all bounds when 
i----; oo .  Similar expressions are obtained for 0"12, 
0" 2, and 2 U,2. It is apparent that, if an ensemble 

of oscillators of identical construction is observed 
at a very long time after they were turned on 
(i .e. ,  at t = to with to� oo »  the phase angles 71 (to) 
are found to have no preferred value; they are 
evenly distributed between zero and 211". 
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At very large values of t, the oscillator signal 
eg (t) in (2.30) is seen to represent a stationary 
ergodic random process (Reference ; and en
semble averages can be used throughout 

22) 
to de

termine its statistical properties. 

3.2 The Autocorrelation Function 

The power spectral density Gee( f) will be com
puted from the autocorrelation function 1") 
of eo according to the well-known relations 

r ee( 

(Reference 23) 

Gee ( f) = 4/00 
o 

ree(1") COSWT dT, (3.4) 

(3.5) 

It is convenient to consider eg in (2.30) as the 
sum of four components : 

= Al cos[w1t+1] (t) J+x (t) cos[w1t+1] (t) ] 

- AI� (t) sin[w1t+1] (t) J+B2 (t) , (3.6) 

whereby Ec represents the carrier and EA the 
amplitude disturbances. E" are the out-of-phase 
disturbances of the oscillator action as a narrow
band noise filter; and EN is the white noise from V2, 
the source in the oscillator output. The auto
correlation function of eg is then 

(3.7) 

All cross correlati�ns are zero. 
The determination of the various terms in 

is,  if reasonably straightforward, rather laborious 
(3.7) 

and, except for rcc, which will be treated sepa
rately, requires repeated application of the general 
procedure used in In some cases the re
quired operations are 

(3.3)
more 
. 

readily performed 
when the transformation 

is used in the expressions for x (t) and �( t) in 
(2 .3 1 ) , with ( 2.36) through (2 .38) . Only the 

results of these calculations will be given here :* 
rAA = (W1K2h) {i4 exp ( - WaT) 

+!2 exp[ - (Wn,/2)T  ] 1  COSW1T, (3 .9) 

r",, = (WIK2/4'Y) exp[ - (Wl'Y/2) rJ COSWIT, 

rNN = B22 5 (T) , 

(3. 1 1 )  

The autocorrelation function of Ec is ( Refer
ence 4) with, t2 -t1 =T ,  
rcc (r) = (AN2) (cos[1] (t2) -1] (t1) J )  cos WIT 

- ( AN2) (sin[1] (t2) -1] (t1) J ) sinwlT. (3. 12) 

The statistical average of a continuous random 
variable such as COS[1] (t2) -1]( t1)  ] is given by 
(Reference 24) 

(COS[1] (t2) - 1] (t1) J ) = (cosq, )  = [:00 p (q,) cosq, cxq" 

(3 .13) 

whereby p (q,) is  the probability density function 
of q,. It was assumed previously that the Bj (t) 's 
are Gaussian; hence 1] (t

q" 
2) -1] (i1) is Gaussian and, 

if (12 is the variance of 

Hence, 

* In the calculations leading to it is assumed that 
['1(l:l) -'1(tI)] ",,0 because '1(t) for 

(3.9) 
each oscillator in the 

ensemble changes only a very slight amount during the 
time intervals (t2 - tl) of significance here. Since all noise 
components in x(t) and tJ (t) have lost their correlation 
when (t2 -tl) becomes larger than l/wl'Y, this assumption 
is justified.  It is further assumed that 'Y is negligibly small 
compared with 1 .  Terms of the form (1/"'1) COSWI(t2±tl) 
and (1/"'1) sinwI(t2±tl) are not considered next to 
(l/wI'Y) COS"'I(t2 -tl). Therefore averages of the form 
(COS[Wltl +'1 (tl) ] )  and (sin["'ltl +'1 (tl)]

2'1!". 
) are zero when tl 

is very large because, as discussed in the text, '1 (tl) is then 
evenly distributed between zero and 
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The integral (3 . 13) for sincj>, and hence the second 
term in (3 .12) , is zero ; and it remains to determine 
the variance 0-2 of 7] (t ) -7]( tl) . 2 From (2.37) one 
finds that, for example,  

7]3 ( t ) - 7]3 (t1 ) = /' B3W COS[Wl�2 +7] W ] d� 

= [
t, 

o 
B3W COS[Wl�+7]W ] d� 

(3. 16)  

whereby 7]3 (r) differs from 7]3 (t) [dealt with in 
(3.3) ] by the fact that now the integration in
terval involves only very large values of (except 
when r-> 00 which is of no conseque

t 
nce) . It 

follows that the term (COS2[WIU+7] (U) J )  in 
(3.3) is now zero ; and with similar considerations 
for the other 7]/s in (2.3 1 )  one obtains the variance 
0-2 in the form : 

0"2 =  (WI2K2j2AI2) r, (3. 17)  

with K2 given by (3. 10) . 
The autocorrelation function of Ec becomes 

with (3.1 2) , (3 . 15) , and (3 .17)  

fcc (r) = ( AN2) exp[ - ( WI2K2j4AI2) TJ coswlr. 

(3. 1 8) 

The relations (3.9) and (3.18) with r =O can 
be used to determine the total average power 
(Reference 25) contained in each component of 

eo as given by (3.6) . The average power in the 
carrier is A12j2. A comparison of fAA (r) and 
f "" (r) shows that the noise power contained in 
the in-phase (amplitude) co�ponents of the dis
turbances, given by EA in ( 3.6) , is nearly three 
times as much as that contained in E". However, 
less than one-half of the first term of fAA remains 
if the action of the oscillator as a narrow-band 
noise filter is disregarded. 

It is interesting to compute the autocorrela
tion function of the signal component n et) due 
to the action of the oscillator as a narrow-band 
noise filter alone. From the representation of the 
signal shown in (2.21 ) ,  it follows that 

with 

nj(t) = Lnjk (t) , ( j = 1 ,  2, 3, s) , (2.32a) 
k 

whereby the 
disregarding 

njk (t) 's are given in (2.22) to (2.24) , 
for now the term a k o ( t - tk) 

transition 
2 in n

After the to the integral as in Section 
2k. 

2.5, one can obtain the autocorrelation function 
fnn (r) of n et) as 

fnn (T) = (WIK2j2-y) exp[ - (wI'Yj2) r ] COSWlr, 

(3.9a) 

with K2 defined in (3. 10) . 
If one were to impose the requirement that the 

noise filter action yield an average power of 
a value of 

A12j2, 

(3.19) 

would be required. Although fcc (r) and fnn (r) 
would become formally identical , it follows from 
the origin of fcc (r) and f nn ( r) that the two 
signal processes are certainly not identical . The 
form of fcc (r) is due to cumulative random phase 
disturbances only-the amplitude of the carrier 
remains constant at all times-while the output 
of a narrow-band noise filter varies, both in 
amplitude and phase, with both disturbances ex
ponential in character. 

The fact that the autocorrelation functions are 
identical for the two different signal processes 
proves that, without additional assumptions, it 
is not possible to derive the properties of a signal 
if only its autocorrelation function, or its power 
spectral density function, are given. . The magnitude of -y demanded by (3. 19) 
in the order of 5 X  10-21 ,  with values for 

IS 
K2, A12, 

and WI representative of a typical precision crystal 
oscillator. Considering (2 . lOa) and the develop
ment of Section 2.2, it readily is realized that a 
mode of operation where the entire output is due 
to the noise filter action will not be encountered 
in crystal oscillators, regardless of their design. 

3.3 

Oee( 

The Spectrum 

Proceeding now to the power spectral density 
of eo, one finds f) from (3 .9 )  and (3 .18) , 
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with (3.4) and (3.7) , as the sum of the following 
components : 

(3.20) 

The relations (3.20) show the contributions of 
the individual signal components as given by 
(3.6) to the power spectral density and are useful 
for more detailed work. To simplify the following 
discussion, however, the sum of GAA and G"" will 
be replaced by a single peak of bandwidth ("y /1 .6) . 
Gee ( f) becomes approximately 

( 3.2 1 )  

whereby K2 i s  still given by (3 . 10) . If, i n  addition 

finds 
LC = L1C2 is assumed and (2. lOa) is used, one 

(3 .22) 

The expression (3 .2 1 ) ,  with 
shows 

(3. 10) and (3 .22) , 
that the power spectral density of the 

oscillator output consists of three distinct parts : 
the carrier ; a spectral response mainly due to 
the action of the oscillator as a narrow-band 
noise filter ; and a white-noise component which, 
in all practical cases, is further acted on by the 
bandpass characteristics of the amplifier stage. 

As a numerical example, let 

(3 = 10, 

l/wlCz = 20 n, AN2 = 4 X  1O-5V2, "y = 1 .2X 10-8, 

P3 = (A N2) R3 (WIC2) 2 = 10-5 watt. (3.23) 

The parameters for the active device are typical 
for a 2N2808 transistor ; the values for and 
Lt/ L could apply to a precision crystal unit. 

R3 
The 

power spectral density of Johnson noise is 
and that of shot noise in a transistor 

4k T R 
2kTgm; 

hence because of (2.28) , (3 .4 ) , and (3 .5) 

( j = 1 , 2, 3) , 

(3.24) 

The resistive components RI and Rz have not 
been considered so far because, with 
their effect on the results does not extend 

R3 = 100 n, 
sig

nificantly beyond their action as noise generators. 
Rather pessimistic assumptions (Reference 
about the effective values of 

26) 
RI and R2 lead to 

10 ohms each. With the above values, and 
k T = 

of 
5 X 10-21 watt-sec, the power spectral density 

the oscillator signal-in the form 
becomes approximately 

(3.21 ) 

1 .4X 108 

3.8X lO-15 
+ +2X lO- 0 2 . 

1 + [2/ ( 1 .5X lO-8) J2[1 - (w/wI) J2 

(3. 25) 

A sketch of the three components of the spectrum 
is shown in Figure 12-3. The half-power band
width of the carrier is = 0 and 
that of the noise response 

(Llw/wI) 
is 

3.5X lO-2 , 
(Llw/wI) = 

The width of the carrier spectrum, 
1 .5X 
when 

10-8• 
its 

magnitude is 
percent of the 

3.8 
half-width 
X 10-15, is 2.2 X 10-9 or about 

1 5  of the noise response. 
For frequencies more than about 1 part of 
away from the center of the carrier, the spectrum 

109 

of eg soon becomes dominated by the noise re
sponse. At a frequency three parts in 106 away 
from the center of the carrier, the tail of the 
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FIGURE 12-3.-The power spectral density of the oscillator 
output signal Co is the sum of the three components 
showll. For It discussion see text. 
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noise response is equal in magnitude to the white
noise eomponent. For frequencies farther out 
from the carrier, the white noise-and the manner 
in whieh it is modified by the output amplifier
determines the spcetrum of the signal. 

The dependence of the magnitude and shape 
of the speetrum of eo on the various parameters 
involved can be evaluated from (3 .21 )  together 
with (2.10) , (3 . 10) , and (3.22) . The spectrum 
of the earrier depends prominently on the ampli
tude A!, on frequency, on the ( Ld L)  ratio, and 
of ('ourse on the strength of the noise sources. 
Since the peak height of the noise response also 
depends very strongly on A I , the most obvious 
way to reduce the effects of the noise is to operate 
the oscillator at high power levels. In crystal 
oscillators the upper limit in A l  is set by : ( 1 )  the 
amplitude-frequency effed in crystal units which, 
as 
l O

a ruk 
G 

of thumb,  causes a change of I part in 
in resonance frequency per 1 mw change in 

the crystal drive ; and the increase in harmonic 
content in the signal 

(2)  
and the possible serious 

deterioration of the noise spectrum due to inter
action of these harmonics and the crystal reso
nances at every odd harmonic of the fundamental 
frequency (Reference The amplitude-fre
quency effect makes an increasingly 

27) . 
tighter control 

of the drive level necessary at higher amplitudes 
if the carrier frequency should remain stable .  

The noise response given by the second term 
in (3.2 1 )  depends on frequency only via the 
admittance of C • 2 Furthermore, it is noted 
that all noise response curves, regardless of the 
value of 'Y, fall inside the curves described by 
[ ( l 3/4 X 1 .62) K2J/[l - (W/Wl) J2 and follow these 
curves for frequency differences (w - Wl) much 
larger than their respective half bandwidths. 
This behavior is sketched in Figure 12-4. For a 
given strength of the noise sources, the form of 
the limiting curves can be changed only by a 
variation in ( Ld L) . The peak values of the 
noise response depend . ac('ording to (3.22) , in-

FIGURE 12-4.-The relationship between peak value and 
half power bandwidth of the power spectral density 
curves is most easily visualized with the aid of the limit
ing curves. Illustration applies to the noise response. 
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FIGURE 12-5.-Model of oscillator with output amplifier. The filter in the output amplifier serves primarily to shape the 
white noise component in e., which stems from V2. Its effect on the carrier and on the noise response of the oscillator loop 
is negligible in the nearly harmonic case, i.e., when 'Y is small. 

versely on (j3A12) 2, 
especially at low values of A1-a large j3 (i .e. ,  
a large nonlinearity in the active device) is 
desirable. 

The fact that the limiting curves are inde
pendent of -y provides a very simple means for 
visualizing the properties of the spectral density 
curves. If, as in Figure 12-4, the limiting curves 
are drawn, it is necessary only to measure off 
the peak value of the response at W =Wl ;  the 
spectral curve can then be sketched in between 
the limiting curves. The half-power bandwidth of 
the spectral curve is only slightly less than the 
width of the limiting curves at the respective 
half-power points. 

3.4 Effects of the Output Amplifier 

To describe the spectrum of the output signal 
completely, it is necessary to include the effects 
of the amplifier following the oscillator stage into 
the analysis. As a simple example consider the 
circuit in Figure The oscillator stage is the 

which clearly indicates that

12-5. 

Replace a2k 5( t-tV2 k) in 
1 (2.24) 

by 

I • 

(2.29) 

Replace In 
1 (2.30) 

by (Wl/Qc) J t
B2 W  exp[ - (t-�

B
w COS

2 
( /2) ) l"Yc ] Wl (t-�) d�, 

o (3.6) 

* The second requirement in (3.29) obviously was imposed only to avoid a constant for the gain of the amplifier to 
appear in each one of the expressions. 

same as shown in Figure 
ear 

12-1 The signal Cg 
enters a lin active device whose 

. 
output cur

rent i2 is assumed to be 

The output voltage from 
RaRb 

the filter section is 
(3.26) 

then 

When 

(3.27) 

Q e - -Y_ c -1 -_ 

Ra+ R
WILe 

b + Rc«-Y -1 

, 
with 'Y defined in (2.10) , and 

(3.28) 

are assumed, * only the white-noise component 
(3.29) 

in 
Cg is affected appreciably by the filter stage ; the 
other components are passed essentially un
changed. All equations and formulas derived in 
the preceding sections for Cg apply equally for 
Coul with the following exceptions : 
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and, furthermore, replace 4B 2 2 in (3.20) and in 
(3.21 ) by 

2B 2[1 + Qc ( R3/WIL) ] 24B22----+ 
1 + (2hc) 2[1 - (W/WI) ]2 ' 

(3.3 1 )  

The cross correlations and cross-power spectra 
of EN with EA and E" are now not zero, but the 
ones not considered in (3.3 1 )  are negligibly small 
when and the above substitutions arc 
fully adequate 

Qc« 1 h ;  
in this case. 

Since the filter removes the delta function 
from Ca in (2.2 1 ) , it is obvious that the develop
ment of Section can now be applied to all of 
n k ( t) 2 in [i.e., 

2.4 
(2 .29) the response of the output 

filter to the white noise from V2 also can be de
composed into components parallel and normal 
to CgO and appropriately included into x (t) and 
fJ(t )  J. 

The replacement term (3.3 1 )  controls the power 
spectral density of Cou t at frequencies far away 
from the carrier, and specifics the magnitude of 
Qe = 1 he required to suppn'ss the spectrum at 
these frequencies below a certain level (I�efer
ence 
config

28) It is obviolls that more effective filter 
urations 

. 
than the one considered here for 

demonstration purposps could be used to this end . 

4. THE SHORT-TERM FREQUENCY STABILITY 

The frequcncy of a periodic of quasi-periodic. 
signal can be obtained by integrating the phase 
fJ over a time T and dividing the result by T :  

WT = T-1/ dfJ = [fJ (t) - fJ ( t - T) ]/T. ( 4. 1 )  
_T 

In gencral , WT is a function of the time 
the 

t at which 
integration is carried out. When fJ(t)  can be 

assumed to have the form 
( 4.2) 

whereby WI is a constant and 
mean, 

) J, random 
variable of zero the short-term 

,p e t
frequeney 

stability of the signal for integratior� times of 
seconds can be defined as the square root of 

T 

that is, 

While WT and S ( 
,p e

T) arc readily evaluated when 
t) is known, the reverse process, that is, the de

termination of the charaeteristics of the signal 
phase from the properties of WT can only be carried 
out in a very restrictive sense. 

With the output signal of the oscillator derived 
explicitly in the preceding sections, its short-term 
frequency stability can be computed. In the 
following, the effects of the output amplifier on 
the signal Cg as discussed at the dose of Seetion 3 
will be included in the analysis. The output signal 
Cout differs from the Cg dealt with earlier only by 
the terms shown in (3.30) ; and these terms will 
be considpred used from here 011, whenever the 
relatiolls pertaining to c" are cited in reference 
to Cou t o 

For the present purpose, the output signal Co ut  
is required in the form 

with 

Except for ,p2 ( t ) , the krms in ( 4.li) are already 
known from Sectiolls 2.4 and 2.5.  Applying now 
the procedure used there to (2 .24) with (3.30) , 
one finds for ,p2 (t )  the expression 

I(Mt) = A1- (wILJ/2L) [1 + ( R:l/WILIF]1/2 1 1  + exp[ 
o 

- (wa/2) (t - �) ] l  He W ( �oS[WI�+ 77 W + if; ] d� [ 
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The operations on 1>(t)  required for (4.3) are of the type 
(1) (t1 ) 1> (t ) 2 ) 

and, because of (2.34) , can be carried out separately on the each of the four components in .6) . 
The process used 

(
here to find 82 (r) will be indicated below with 

(
1>3 (t) as an example. When 

4

but 
t1 :5: t2 

tl� OO ,*  

1 w C)2
(1)3 (tl )1>3 (t )2 ) =  

A12 2�2 

f
0 
t 'f

0 
t . 

(B3 (U) B3 (V) eos[wlu+71(U)]  cOS[WIV+71 (V) J ) 

� ( �) f
X { 1 + exp[ - (wn,/2) (t1 - u) ] 1 { 1 +exp[ - (wa/2) (�-v) J l  du dv 

B 2 w C 2 l. 
= 0 { l +exp[- (w],y/2) ( t1 - u) J+exp[- (w!,y/2) ( t2 -u) J  

2 12 2 2 
+exp[ - (wn,/2) (t1+t - 22 u) J l  du 

( 4.8) 

( 4.9) 

The first term in is the familiar result (Reference 1 )  obtained when only the cumulative effect 
of the permanent phase 

(4.9) 
shifts caused by the individual noise impulses is considered, while the second 

term is due to the action of the oscillator as a narrow-band noise filter. 
The other components of 1> in (4.6) can be treated in a similar manner, and one finds the complete 

autocorrelation function of 
(t) 

1>(t )  in the form 
(1) (t) 1> ( t- r) ) =  (wb2/2A12) { t-r+ (2/wa) + (3/w!'y) exp[ - (wa/2)r  J l  

+ (w IBN2A12Qc) { tQc (R3/WIL) + [1 +Qc (R3/WIL) J exp[ - (wac/2)r  J I .  (4 . 10) 

The short-term frequency stability of the signal follows now from (4.3) and (4.4) : 

82 ( r) = (2K2/ A12) (r2)-I(r+ (6/wa) { l -exp[ - (wa /2) r J ) )  

+ (4BN A12Qc) (wlr2) -I[1 +Qc ( R3/w1L) J { l -exp[ - (wac/2) r J l . (4 . 1 1 )  

by 
K2 in  (4. 10) and (4 .1 1 )  i s  given by (3. 10) and 'Y 

(2 . 10) ; 
output filter 

Qc
in 

= l
Figure 

hc is the quality factor of the 
12--4. The conditions (2.20) 

and (3.28) are assumed satisfied. 
The first term in (4 . 1 1 )  has the same character 

as 
noise 

(4.9 ) . The second term is due to the white
component in eg and depends strongly on 

the properties of the output filter. Unless the 
effective quality factor of this filter is very high, 
it is this second term which dominates the short
term frequency stability of the oscillator signal. 

* If t = 0 is chosen 

211" 
(COS2[WIU +'7(U)] ) 

to be a time 
of oscillators is first turned on, 
between zero and for 
and =

any 
0 holds 

u in 
'7(u) 

long after the ensemble 
is evenly distributed 

the integration interval; 
throughout. 

With 
parameters c

the numerical values for the varIOUS 
as chosen in Sections 3 and with 

Q = 10, (4. 1 1 )  becomes 

S2( r) = 44 X 1O-28jT2 { r+ (3/0.2) [ l -exp ( - .2r) J I 

+ 8 X  10-24/r2[1 - exp ( - 1 .6X 106r) ]' (4. 12) 

A sketch of the two components of 8 (r ) as 
specified by (4. 12) , is shown in Figure 12-6. It 
is noted that the contribution 

1
of the first com

ponent varies with 1/ (r ) /2 for integration times 
r of less than 1 second and again for r larger 
than about 10 seconds with the slope changing 
to 1/ T during the transition (around r = sec) 
of the curve from a higher to a lower level. 

5 
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S,2{T} "  211:2 ...!... [r + � (l-e-WlfT/2),1 A,l !<Z w, r 'j 
5 Z(T ) ::  � ----L... [I_e-WIT/20CJ 2 A?OC WIT2 
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10-5 10-4 10-3 10-2 10-1 1 10 102 

- T  ( sec )  

FIGURE 12--6.-The short term frequency stability of  a 
crystal oscillator as a function of integration time T is 
the sum of the two solid curves. The lower curve, given 
by (S12H, is due to effects inside the oscillator loop. It 
includes the effects of the random walk phenomenon in 
the carrier phase and of the noise response of the oscil
lator. The upper curve, given by (82tH, is due to the 
additive white noise from the source in the oscillator's 
output (V2 in Fig. 5) as acted upon by the filter in the 
output amplifier. The numerical values of (4.12) apply. 
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The value of T at which the transition takes 
place depends on /' and thus on the nonlinearity 
of the active device. The magnitude of this 
component of S (T) , in an oscillator whose noise 
generators have a given strength, depends pri
marily on the 
amplitude, with 
means of the (w

( L

d

ratio 
some 
II L) and on the signal 

adjustments possible by 
wI) ratio as seen from 

The contribution to S of the second 
(3 .

com
10) . 

ponent in (4.12) varies with for integration 
times larger than 
it 

1 microsecond

(T) 
li

; 
T 
and, at T = 1 sec, 

is greater than that of the first component by 
more than an order of magnitude. It follows 
from (4. 1 1 )  that the significance of this com
ponent in relation to the first one can be reduced 
for a given B 2 2 by increasing the quality factor 
of the output filter. When is larger than 104, 
the short-term stability of 
in 

Qc 
the signal frequency 

this example is essentially given by the first 
term in 

An important 
(4. I 2) . 

conclusion can be drawn from 

the fact that the second term in (4. 1 1 ) is, as 
long as Qc«wlLI independent from the proper
ties of the oscillator feedback network and the 
active device characteristics. This term stems from 
the white noise injected directly into eo by that 
source, which in effect appears directly at the 
input of the amplifier. It follows that, as long as 
the second term in 
first, 

(4. 1 1 )  is much larger than the 
the short-term frequency stability of the 

oscillator can be expressed approximately by 
SeT) =T-l[2 (kTRdHA12) WlQC) JI/2 

( 4 .13)  

whereby 
(4 .14) 

is the mean-square noisc voltage measured at the 
amplifier output when the crystal unit is dis
connected, and V 82 the mean-square output volt
age when the oscillator is operating normally. 
The advantage of (4 .13) for practical design 
work is obvious. 

To determine the short-term frequency sta
bility of the signal according to (4.3) and 
it was necessary to compute 

(4.4) , 

correlation function of the phase 
(4 .10) , the auto

disturbances. 
This autocorrelation funetion could, of course, 
be used with (3.4) to determine the power spec
tral density of the signal phase. The resulting 
function, however, is simply related to the short
term frequency stability only when both are 
dominated by the white noise from the oscillator 
output ( i .e . ,  when thc Q of the output filter is 
low) . Because of its limited usefulness, the phase 
spectrum will not bc given here. 

It is further noted, that the relation between 
the power density spectrum of the signal, dealt 
with in Section 3, and the short-term frequency 
stability also is rather complicatcd. Only when 
the Q of the output filter is low is there a direct 
relation between S (T) in (4 . 13)  and the spectral 
components of the signal far away from the 
carrier. 

5. THE SIGNAL AFTER FREQUENCY 

MULTIPLICATION 

For many applications it is necessary to multi
ply the frequency of the oscillator signal , and the 

R3, 
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properties of the signal at the output of the 
multiplier have to be known. Provided the 
multiplier does not contribute significant noise 
components, the short-term frequency stability 
of the multiplied signal still is properly repre
sented by the expressions derived in Section 
The power spectral density of  the signal, however, 

4 .  

is modified by the multiplication process ; and the 
character of these modifications, under idealized 
conditions, will now be determined. 

Taking again the disturbances caused by a 
single impulse generated by in Figure as V3 12-1 

an example, the output voltage from the amplifier 
in Figure 12-4 was previously determined as 

with 
respectivel

eout = [
and 

An 

(t) J 
given 
cos

by 
y. 

Al+x
<P3k (t) and X�k

ideal 
(t)  

n-times 

[wlt+CP+¢3k (t) J, (5. 1 )  

move all amplitude disturbances 

(2.
multiplier 

26) 
will re

and multiply 

(2.27) , 

the phase of the signal by n :  

When 
eMk 

(2.28) is used and the magnitude of 
for a single noise 

= Al cosn[

impulse 

wlt+cp+

is  considered, 

¢3k (t) ] .  (5.2) 

approximately 

¢3k ( t )  
(5.2) is  

exp[ sinn 
whereby 

eMk = Al  cosn(wlt+r;?) - n(wlC /2C2) a3k cOS (Wltk+r;?) - (wn,/2) ( t- tk) J (wlt+r;? ) ,  (5.3) 

The effects of all other noise impulses add 
r;?
linearly

=rp+71
; 
3k

and, 
· 

proceeding to the integral representation, 
the output signal from the multiplier becomes-if only V3 is acting-

with 
(5.4) 

{
EIM3 = AI cosn[wlt+713(t) J , (5.5) 

E2M3 = -n (wlC/2C2) J exp[ -
o 

J 
d

The other noise components in 

B3

the 

W 

oscilla

cOS[Wl�

tor 

+7

signal 

1 W  

can be 

(wa/2) 

treated 

( t-�

in a 

) 

similar 

� sinn[wl

manner, 

t+713 (

and 

t) ]. 

the 

(5.6) 

total 
.multiplier output signal is found to be 

(5.7) 

with E M representing the sums of components of the form (5.6) while ElM is ,  with 71 (t) defined in 2 (2

(5.8) 

.3 1 ) , 

The power spectral density of e M  can now be computed, following the procedure used in Section 3. 
One finds 

G 
_ J 

e M e M  -
4Al4/n2w12K2 n2K2/'Y2 n2B22[I +Qc (R3/WlL) 

with defined 

1 + (4A
in 
NnwIK2) 2[1

and 

- (W
'Y 

/nwl) 
in 

J2 + 1+ (2n/'Y ) 2[1 - (W!nwl) J2 + 1 + (2n/'Yc) 2[1 - (w/nwd J2 , (5.9) 

K2 (3. 10) (2. 10) . 

The first term in (5.9) is the carrier of the 
multiplied signal. The second term is due to that 
part of the phase disturbances in which stems 
from the action of the oscillator as 

eout 
a narrow-band 

filter ; the third term is due to the white noise 
from the oscillator output. At frequencies suffi
ciently removed from the carrier, it is again this 

latter component that dominates the spectrum; 
and a large Qc = l/'Yc, [i.e., a high Q filter in the 
output amplifier (or in the multiplier chain ! )  J 
is obviously desirable. In practical applications 
it must be expected that a fourth component 
will be found in the spectrum of representing eM, 
the residual amplitude modulation of the signal. 
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It is interesting to compare (5.9) 
spectrum of 

eou =At 1 COS[WI't+71 (t) J 

- A1U(t) sin[w/t+71(t) J, (5. 10) 

which is the signal from the output amplifier 
with all amplitude disturbances removed. � 
thereby represents the out-of-phase components 

(t) 

of that term in (3.30) which replaces B2 (t) in 
(3 .6) , added to tJ (t) . The spectrum of (5 . 10) IS 

B 22 [1  +Qc (R3/WI' L) J + (5. 1 1 )  
1+ (2/'Yc) 2 ' [ 1 - (w/w/) J2

It is noted from (3.20) with (3.31 ) that 
is equal to 

G.,.,.,., 

GCC+G��+ !GNN. 

The limiting curves for the three terms in (5.9) 
arc, respeetively, 

(BN4Qc2) [1 +Qc (R3/w1L) J 
(5. 12)  

[1 - (W/nwI) J2 

while those for the three terms in (5. 1 1 )  are 

(BN4Qc2) [1 +Qc (R3/wI' L) J 
(5. 13)  [1 - (W/WI') J2 

Obviously, the corresponding limiting curves in 
(5 . 12) and (5 . 13)  are identical on a relative fre
quency scale. According to the remarks at the 
end of Section 3.3, the effects of the multiplica
tion proeess on the spectrum of the signal can be 
readily assessed, therefore, when only the peak 
densities of the components in (5.9) are compared 
with their eounterparts in (5 . 1 1 ) .  Evidently , the 
signal-to-noise ratio in the neighborhood of the 

with the carrier deteriorates with the fourth power of the 
multiplication factor, which demonstrates quite 
drastically that only low multiplication factors 
can be employed gainfully when the multiplied 
signal is to be used directly. 

When the spectral density of the multiplied 
signal is to be compared with that of a signal 
generated at WI' =nwl-without considering the 
amplitude disturbances-the values of K2, AI ,  
appropriate for the high-frequency oscillator have 

B2 

to be used in (5. 1 1 )  and (5. 13) , and those for 
the oscillator operating at Wi in (5.9) and (5. 12) . 
The relations then can be used to arrive at a 
decision as to which source is to be preferred for 
a particular application , or whether the multi
plied signal derived from a crystal oscillator is best 
used directly or to phase-lock an auxiliary oscil
lator at the high frequency. In most cases it will 
be adequate thereby to consider only the first and 
third terms in (5.9) and (5. 1 1 ) .  

With the amplitude disturbances disregarded, 
the effects of the oscillator action as a narrow
band filter on the spectrum, represented by the 
second terms in (5.9) and in ( .5. 1 1 ) ,  do not appear 
to be very serious because the limiting curves are 
the same as for the carrier. 

CONCLUSIONS 

An effort has been made to analyze an harmonic 
oscillator, with noise sources in the circuit, with 
all the mathematical rigor appropriate for a first
order perturbation analysis. The disturbances in 
the oscillator signal caused by the action of the 
noise sources can be derived in all cases of practi
cal significance from a linear perturbation equa
tion with time-dependent coefficients. A first ap
proximation to the solution of this equation is 
obtained under the assumption that the un
perturbed oscillator signal is a pure sinusoid of 
the form Al COS (Wit+<p) . An investigation of the 
effects of harmonics in this signal , especially the 
third harmonic, on the solution of the perturba
tion equation is left for future work. 

To proceed beyond the prior state of the art, 
it was ne('essary to develop a technique for the 
solution of the perturbation equation which does 
not rdy on the method of slowly varying ampli
tude and phase nor on the narrow-band approxi
mation. As a result, an expli('it expression for the 
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signal in an oscillator with noise, which describes 
the more important aspects of oscillator behavior 
under the influence of noise and defines their 
relative significance, was obtained. 

The statistical analysis of the signal shows that 
the components which are eliminated from the 
solution of the perturbation equation when the 
slow phase and narrow-band approximations are 
introduced are of considerable importance for the 
description of the noise limitations on the practical 
performance aspects of the oscillator. A white
noise component in the oscillator signal causes the 
observed inverse first-power dependence of the 
short-term frequency stability on integration time 
and controls the magnitude of the spectral com
ponents of the signal sufficiently far removed 
from the carrier. The influence of this component 
can be significantly reduced by using a high Q 
filter in the output amplifier of the oscillator. 

Components in the output signal due to the 
action of the oscillator as a narrow-band noise 
filter control thc spectral dcnsity of the signal at 
frequencics close to the carrier. The major sig
nificance of this aspect of oscillator behavior, 
however, lies in the fact that it causes the re
covery time of phase disturbances of any origin 
to be very long, even when thc amplitude dis
turbances are corrected in a much shorter time-

for example, by AGC. The influence of thcse 
components can be reduced by increasing the 
nonlinearities in the oscillator circuit whenever 
the signal amplitude has to be kept to a relatively 
low level. 

The relations given in this paper for the short
term frequency stability and the power spectral 
density are equally valid as first approximations 
for crystal oscillators and for L - C oscillators, 
provided the parametcr 'Y remains smaller than 
the inverse of the quality factor of the feedback 
network. They can be used, therefol'c, to select 
an acceptable compromise for a given applica
tion and to obtain a quantitative estimate for 
the performance to be expected from a given 
device. 

In terms of gcncral guide lines, it can be con
cluded that a signal with good spectral charac
teristics and high short-term frequency stability 
can be derived from an oscillator that has a 
very narrow band filter in the output channel, 
is operu Led at a high signal level, and has a 
strong illst'tntaneous nonlinearity in the circuit. 
When fr(;yuency multiplication is involved, the 
multiIJlication factor must be low. The recom
mendations regarding the signal amplitude and 
thc nonlinearity can be made only conditionally, 
since higher 01 c1er cffects have not been evaluate,d , 

APPENDIX A-THE PASSIVE FEEDBACK NETWORK 

When the active device is removed from the 
circuit in Fig,. 1 ,  i .e . ,  when i1 =f(ea) = 0  is assumed, 
the differential equation ( 1 .3) becomes 

(A. I )  

(A.2) 

It describes the performance of the output voltage 
from the passive feedback network under the 
influence of the noise generators. With is = 0, 

Vl = V =0,  V3 = a3k 2 o (t - tk) the solution of (A.I )  IS 

U3k = (W1C/C2) a3k exp[ - (wl/'T/2) ( t- tk) ] 
X sinwl ( t- tk) ' (A .3) 

U3k in (A.3) has the same form. but twice the 
magnitude of n3k ( t) in (2.22) , the response of 

he oscillator to an impulse from V3. The time 
constant 2/Wl/'T in (A.3) , however, is, because 
of ( 2.20) , substantially larger than that of n3k. 
The time constant of the latter is controlled by 
'Y which, with (2. 10) and (2.8) can be written as 

(A.4) 

Clearly, n3k is the response of the passive feed
back network to an impulse (a3d2) o ( t - tk) 
from V3 if only R3 in Fig. 1 is replaced by a re
s istive component of the much smaller value 
[ ( LJ/C2) gmO- RaJ . The action of the active ele
mcnt raises the quality factor of the passive net
work to a much higher effective value . 

Whel1 the procedure used in Section 2.3 to 
solve the equation (2.9) is applied to (A.I) , one 
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finds with 

ii 

(2.2) and (2. 1 1 )  

X+ 2WIY+Wl/'TX+wh'TY = Fc 

-2WIX+W1I'TY - W12'YTX = Fs (A.5) 
as the equations for the passive feedback circuit, 

which correspond to (2.3) for the perturbations 
on the fundamental component of the oscilla
tions. The solution of (2.3) for a single impulse 
from V3 is given by (2 . 18 ) ; the corresponding 
solution of (A.5) is 

X3k ( t )  = - (w1Cj2C2) a3k sin (w1tk + \O) exp[ - (wl'I'T/2) ( t - tk )  ] 

+ (w1Cj2C2) a3k cOS (W1tk + \O) exp[ - (w1I'T/2) ( t - tk )  ] sin2wl ( t - tk) 

(A.G) 

Except for the value of the time constant, the 
second and third terms in X3k (t)  and ?13k ( t )  are 
identical to the corresponding terms in (2 . 1 8) . 
When X:lk and Y3k are inserted into ( 2.2) , these 
terms add up to one half of (A.3) ; the first terms 
in (A.6) provide 
tion to (A. l ) . 

the other half of the total solu
In 

n:lk, 
(2. 1 8 ) , the second and third 

tf'rms add up to while the character of the 
first terms is modified by the oscillation pro(:ess. 

The nature of the solutions (2. 1 8) and 
can now be interpreted as follows : The operations 

(A.G) 
(2 .2)  and (2. 1 1 )  transform the original system 
into an equivalent set of two systems, one a low 
pass system,  the other a bandpass system centered 
at 2Wl (without imposing any band l imitations) . 
One half of the original forcing function acts on 
either. In a passive system both halfs produce 
the same effect and the torred result ean be 
obtained by doubling the response of the low 
pass part of the equivalent set. 

The reaction of the low pass part of the active 
system, however, is different than that of the 
band pass part, as evidenced by (2. 1 8) and (2 . 19 ) ; 
and considering only the low pass part, as is 
done when the method of the slowly varying 
amplitude and phase is applied, produces only 
one aspect of the full solution. 

The fact that the methods used in Seetion 2.:3 
to solve the perturbation equation is fully ade
quatc to solve the corresponding equation for the 
passive network is considered a strong support for 
the validity of our assumption that other possible 

solutions of (2. 1 2) are of no ('onsequence for the 
present work. 

The autoeorrelation fUllction of the output of 
the passive network, when all noise sources are 
aeting (white noise) . is 

r (T)  = 2 ( WIK2/'YT) exp[ - (w1I'T/2) T] 

X (:OSWIT+ JN O (T)  (A.7) 

the first term of which eompares with ( :tHa) . 
2 Because the weighted Iloise intensity K is the 

same in both expressions, it follows that the 
results of this paper ean be most readily general
ized to oscillators of arbitrary I'ireuit eonfigura
tions when the impulse response of the passive 
network is first evaluated by standard techniques. 
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Dr. Strandberg.-Some years ago, when I was 
active in the field more than I am now, I got 
ulcers, and now, when I come back and see how 
many people know so much about it, I get an 
inferiority complex. There are some things that 
are nice, however, that I see have changed. One 
is that there seems to be a common feeling among 
most people that they are for spectral distribution 
descriptions. This seems to be a common type of 
acceptance now, just like being for motherhood, 
I guess, and most people are against sin, which 
in this case is a residual FM description of fre
quency stability. It seems to me that this was 
entirely different five years ago. 

One other thing that I notice is that people are 
very cavalier in using multipliers now. I sat 
through frequency symposia in the past, where 
multipliers were the most suspect element in the 
whole chain, and yet nobody has said anything 
about it, except that you can multiply by large 
numbers and no damage done. 

I disagreed with the people who were worried 
about them before, and now I sort of have to get 
on the other end of the fence and say, well, you 
can have trouble if you are not careful. 

One other thing that I have seen, as an out
sider, developed today ; there seems to be a 
feeling that one can go from a frequency to a 
time domain characterization of oscillators if you 
choose the right statistical parameters. I mean 
you can't certainly at an instant of time or one 
short interval of time go from the time domain 
into the frequency domain. This is not really well 
understood, if I understand questions that have 
been asked today. However, if one takes a proper 
statistical average in the time domain, there 
seems to be an agreement that one can go from 
that into a statistical average in the frequency 
domain by well-known techniques. 

Dr. Mullen.-One of the things that has struck 
me, too, has been that the field has made much 
progress, as shown by the papers we have heard 
in this session. There has been a consolidation of 
what we knew a few years ago and the discovery 
of a number of second generation problems. 

The paper by Drs. Baghdady, Lincoln and 

1

- - - - ------------ - -

N elin is an excellent exposition and will be very 
useful. On that account especially, I would like 
to add a few bibliographical notes. 

I think that the use of the (sinx)2/x2 weighting 
for the phase difference was published first by 
Develet [Trans. IRE Sp. Elec. Tel. (1961) pp. 
80-85, viz . ,  Eq. 34)] and was done with reference 
to radar in originally classified work by W. W. 
McLeod, Jr. , of the Raytheon Missile Systems 
Division late in 1955. 

Noise in oscillators with AFC loops, i .e . ,  average 
power control, was discussed already by Dr. 
Edson [Vacuum Tube Oscillators, John Wiley 
and Sons, Inc . ,  New York (1953) sec. 15.3] and 
then by Dr. Golay [Proc. IRE, Aug. 1960 and 
Nov. 1964] . Noise in oscillators with instantane
ous nonlinearities was discussed first by Berstein 
[Dokl

n

ady Akad. Nauk USSR 20, 1 1  (1938) (the 
original paper is in English) ]  and next by Blaquiere 
[A n . Radio el. 8 (1953)] .  

With respect to Dr. Curry's paper, I think 
that the use of a window function in spectral 
analysis is one of the real physical conditions 
that we have to deal with, and cannot really be 
avoided. The maximum likelihood estimator is 
very useful to connect the things that we are 
measuring to the theory of optimal estimates, 
but his bank of continuous filters is limited in 
resolution by essentially a window function. This 
is as it should be:  in each case we have to decide 
whether we want to emphasize resolution or pre
cision in the individual estimates. 

With respect to the papers on the masers, I 
wonder where the I I! comes from physically. For 
instance, Drs. Blaquiere and Grivet [Proc. IEEE 
51 , 1606 et seq. (1963)] have pointed out that if 
we represent the nonlinearity as a polynomial 
including quadratic terms, there is the possi
bility of base band flicker noise beating into the 
spectral band around the oscillating frequency. 
(Quadratic terms have generally been neglected 
since van der Pol pointed out long ago that they 
are irrelevant as regards limit cycle behavior.) 
This might be a physical mechanism for bringing 
the II! noise up to the frequencies at which we 
see it. On the other hand, perhaps there is some 
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sort of modulation in the same way as power 
supply ripple modulates oscillators. It would be 
an interesting theoretical advance, if we had some 
reason to believe that one of these was a more 
appropriate description than the other. 

I think that Dr. Hafner's paper is really very 
useful and is a step forward in including several 
different oscillator sources, and in getting more 
down to design considerations than we have had 
before, or that I have been aware of before. 

I must say that I am not convinced that a 
noise generator inside the loop gives a direct 
noise cffect in the output. I feel that noise gen
erators inside the loop ought to introduce just 
modulation and not show up additively. Now, 
there is no doubt that additive noise in the 
amplifiers or the filters following the oscillating 
loop itself is bound to give additive contributions 
and it is going to be quite a delicate job to dis
entangle the one effect from the other. 

Even in the curves as presented, it would be 
hard to distinguish the two effects. The difference 
would show up most clearly in the short-term 
frequcncy stability measurements. Of course, in 
this case, both theories must be applied to the 
samc circuit, and Dr. Hafner's circuit is all the 
morc appropriate for being realistically compli
cated. With the double tuned circuit of Dr. Haf
ner's Fig. 1 ,  both theories will predict the second 
order shaping factor that appears in the short
term stability spectra that he obtained. 

Dr. Hafner has kindly informed me that noise 
in oscillators with Ave control has been treated 
in 1948 by A. Spalti [Bull. Ass. Suisse. Elee. 39, 
419 (1948)] .  To be more specific than was ap
propriate in the verbal discussion, the part of 
Dr. Hafner's paper that leaves me unconvinced 
is the use of a sufficient condition to separate 
Eq. (2.12), where I believe that only necessary 
conditions are admissible. Under the additional 
constraint of slowly varying amplitude and 
phase, which I believe to be physically well 
grounded, the separation becomes necessary. 

Dr. Golay.-I should like to begin with the 
remark that while this was a frequency stability 
symposium, everyone has acted and talked like it 
were the opposite, namely a frequency instability 
symposium . Every measure I have seen given on 
the screen was a measure of instability. As in
stability goes up and as stability goes down, that 

measure increases, so that we have had a very 
nice series of papers on short-term frequency 
instability. 

I should like to make a remark about Dr. 
Hafner's paper. He has very rightly, for quartz 
oscillators, taken a non-linear element with a 
cubic term like the van der Pol oscillator, and 
this is indeed correct for an oscillator of the 
quartz type where you have a vacuum tube 
feedback. 

However, I believe the theory should be ex
tended to oscillators of the Meacham type in 
which therc is a lamp circuit, or to masers and 
lasers. In thesc latter there is a given exccss of 
high over low quantum state population which 
gives you appropriate amplification of the light 
beam. If the intensity of that beam increases, it 
takes a little time for that population to decrease. 
Therefore, in order to develop an adequate study 
of these oscillators we should introduce a delay 
in the servo circuit controlling regeneration. The 
brief studies I have made have indicated that 
this delay in the servo circuit can introduce pro
found changes in some aspects of the spectral 
distribution of the oscillator output. 

I would like to congratulate Mr. Barnes for 
having come with an extremely logical measure 
of instability of oscillations. After all, a stable 
oscillator is one in which the phase increases 
perfectly linearly with time so that the slope of 
the representative straight line is the frequency. 
Two points on that straight line define the fre
quency. Therefore, it is completely logical, if we 
want to measure departure from stability, to use 
three equidistant points on the phase vs time 
curve to determine its short-time curvature. But 
then you should divide this second phase differ
ence by tau squared, and as the second phase 
differences are already proportional to one over 
the square root of the time interval tau, then you 
do not arrive as Vessot has done with a tau to 
the minus three-halves term. You arrive at a tau 
to the minus five-halves term, because you have 
divided the double difference by tau squared, as 
you should have. 

So this then raises an interesting question : 
What is the term that Vessot and his associates 
have obtained which is proportional to tau to the 
minus three-halves power? I believe it is not a 
measure of instability from instant to instant, but 
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rather a measure of the departure of the fre
quency as measured from instant to instant from 
its average taken over a time large compared 
to tau. 

I have also an even more serious question 
about the beautiful work and the meaning of the 
beautiful work of Vessot showing such nice agree
ment of theory with experiment. Is it really 
legitimate to charge the oscillator you are study
ing with a noise which is added to it by our way 
of looking at it? Should we not do better justice 
to it? 

Now, we have an oscillator. We add to it a lot 
of noise and then we make short-term measure
ments which are effected by that noise. Should 
we not first, as Edson has suggested, pass its 
output through a high Q circuit? But a high Q 
circuit is difficult to get. It is difficult to do 
justice to a maser or a laser, with a high Q circuit. 
So in order to obtain a really high Q circuit, we 
should phase lock, slave an oscillator to the 
maser. When we do that, of course, we want to 
take an oscillator which has some nice properties, 
and is not worse than the maser in every respect. 
It should be worse than the maser in some re
spects and better in other respects. 

So what we want is something like a quartz 
oscillator,  which has an excellent short-term 
stability with a high power output, but which, 
after a while will tend to have its phase drift, 
and must then be told by a maser how to correct 
its phase path. 

In other words, we have the case of the blind 
carrying the paralyzed. The paralyzed is the 
weakly but purely oscillating maser and the blind 
is the powerful but phase drifting quartz oscil
lator. The maser is carried by the quartz oscillator 
which takes a steady, strong pace, but would 
depart from a straight line after a while unless 
nudged in the right direction by the maser. 

Now, this problem is a real nice and tricky 
problem, and I believe it to be very worthwhile 
solving. In fact, I should think a symposium on 
only the subject of phase locked oscillators would 
be worthwhile, because of the dualism which 
exists between the properties of oscillators and 
the kinds of phase locked loops you want to 
design to slave oscillators to each other. If the 
two oscillators never depart by more than their 
bandwidth, you want a simple loop of the first 

degree. If the oscillators might drift more and 
more, you want a loop with a phase motor which 
is geared to the condensor of the tank circuit of 
some slaved oscillator and which eventually 
brings the phase of the slaved oscillator where it 
should be. The differential equation governing 
such a loop is of the second degree, and so on to 
loops of the third or even higher degree. 

Consider for instance a similar problem : that 
of a nearly perfect oscillator carried by a planetoid 
which goes around the sun. That perfect oscillator 
emits a one watt signal which must be received 
from some fifty million miles away. Because the 
planetoid has a velocity, and an acceleration, and 
a j erk, etc. ,  we must do the best we can to receive 
that signal. We have to consider all these factors. 
We must design a phase locked loop which con
trols an earth bound oscillator by means of that 
signal, so that we may receive any information 
carried by some modulation of that same signal. 
I believe that the problems of phase locked loops 
and of oscillators 

n

are intimately connected with 
each other and should be studied as a whole. 

Dr. Edso .-One, I am convinced from the 
numerous data that there is a l/f phenomenon. 
I think Dr. Mullen has suggested a mechanism 
that may lead to this. I wasn't fully satisfied, but 
I think that maybe this is a possibility. 

I would suggest this thought, that we find the 
short-term stabilities and the higher-order terms 
almost certainly connectable with thermal noise. 
That in effect is threshing a phase, forward or 
backward in time, either in the oscillator loop or 
after it escapes and is out as a sinusoidal signal. 
All of this implies that the resonator has a fixed 
unique frequency and we essentially so far escaped 
talking about what that frequency is. We know 
practically, that all kinds of resonators have 
smooth long-term drifts. There is no obvious 
reason why that is essentially a continuous 
process, and at least I think that we should not 
givc up looking. This, by the way, is going back 
in time, I am sure, because ten years ago this is 
exactly where everyone would have looked for 
random jumping of the frequency rather than 
the subtleties of the phase being pounded around. 
I think we should go back and have a look at 
that, to see if this is the source of l/f· 

Dr. Strandberg.-Just one point. Maybe I 
should direct it to Dr. Golay, really. The point 
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that Vessot made, I think, was an important 
one, really ; that one can go from the frequency 
to the time domain, but if one tries to do this in 
the laboratory, he is going to have difficulties. 
That is, if you take a rectangular window in the 
time domain, you are going to have experimental 
difficulties trying to repeat those measurements 
in the frequency domain. 

Dr. Golay.-I quite agree with that. The point 
I made was not that point. 

Dr. Strandberg.-One is going to get into diffi
culties, though, if you try to visualize a frequency 
domain result in terms of a time domain function, 
which, say, turned out to be a sinx/x kind of 
function. 

Dr. Edson.-Aren't we going to have to be 
careful about this part? 

Dr. Golay.-Y ou mean taking the second differ
ence and dividing it by tau squared? It would 
lead us to-

Dr. Strandbcrg.-What I am just trying to say : 
suppose he takes a square filter in the frequency 
domain, then this is a sinx/x sampling in the 
time domain. Now he is going to pick out some-

Dr. GoZay.-Oh, you can always test these 
things. 

Dr. Edson.-If I might comment, the square 
filter is little honored by anybody. I mean, a 
generation ago people discovered transients com
ing out of the filter before they went it, because 
there were assumptions about transmission and 
phase, and I would urge anyone to study filters 
that are physically realizable-that is, in mathe
matical models. I think Dr. Vessot here-

Dr. V cssot.-I would like to interpret my own 
paper, if I may. Really, what we are out to show 
is that there were no other sources of noise present 
in the signal from the hydrogen maser. There are 
plenty of things that can happen. We have atoms 
rattling about in a bottle, and they make about 
104 collisions before they come out and after 
spending about a second in the bottle. Therefore, 
you would expect that you could generate other 
frequencies or you might find some other type of 
perturbation. 

Now, it is true that we did not extend ourselves 
far enough in the frequency domain to investi
gate these very closely. But really the object was 
to show that the representation that we have 
obtained-that is, the model-is that of a very 

sharp spectrum, which we have said nothing 
about, in a field of added noise which we could 
almost call white noise, except that this white 
noise does terminate. Otherwise, we would be 
really in deep trouble. 

The origin of the noise might be the cavity 
itself, which generally has a Q of about ten 
thousand. However, we don't do it this way. We 
have an isolator, and I don't know what the Q 
of the isolator is, but it does have a bandwidth 
of several megacycles. So the origin of the noise 
is difficult to establish. 

The whole thing is in thermodynamic equi
librium. We don't know whether it came from 
the cavity or whether it came from the line or 
losses elsewhere, but we do know that it is 
limited in bandwidth in some way, very likely 
by the receiver. 

In making the measurement, we chose to limit 
the bandwidth of the receiver because it was 
something that we understood, rather than to 
try to control something that we had less of a 
handle on. 

Dr. Edson.-If I might add one word : I think 
essentially Dr. Vessot has said that we are cur
rently studying a perfectly pure sine wave with 
additive white noise and finding out what sta
tistics we get from that, which is a perfectly 
proper model, and it is not by any means what 
Dr. Hafner studied, or rather it would be a 
skipping, except the terms that he finally repre
sented as a horizontal line. In his pictures it 
would be a vertical line of zero width, plus a 
horizontal line of white noise. And this is a model 
that certainly can be approximated. And I think 
that is quite interesting, that the instrumentation 
fits the statistical model you get in studying the 
phase perturbations of that. 

Mr. Cutlcr.-This business of white additive 
noise is something that we have looked at quite 
a bit too. If you recall in my paper I showed 
that for a fixed system bandwidth with white 
additive noise, you are looking for times longer 
than the reciprocal half bandwidth of the filter. 
The noise should go down as one over tau, or 
the fluctuation should go down as one over tau. 

Now, if at the same time you shrink the system 
bandwidth in the same proportion that you are 
lengthening your averaging time, tau, you get 
exactly the one over three-halves behavior that 
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Dr. Vessot sees, and the origin is precisely the 
same ; namely additive noise on top of a signal 
whose intrinsic fluctuations are much smaller 
than those induced by the additive noise. 

The two methods of looking at this is somewhat 
different in that Dr. Vessot allows the bandwidth 
of the white noise to shrink, whereas we in our 
system of measurement hold the bandwidth 
constant; consequently, you would get a one 
over tau behavior. 

Dr. Golay.-Is not the challenge here that you 
have a perfectly beautiful oscillator in front of 
you and you are not able to see what it is doing? 
Isn't there some method of looking at it so that 
we can see what it is doing, by using a properly 
designed phase lock loop? I mean are we forever 
to have a beautiful oscillator there and not know 
anything about it? 

Mr. Cutler.-If you take your sampling time 
sufficiently long, or consequently your system 
bandwidth sufficiently narrow, that the spectral 
density of the actual oscillator signal itself is of 
the same size or larger than the white noise 
spectral density that is added in, then you will 
most assuredly see the oscillator. 

Dr. Golay.-And if you do not, then you are 
not looking at the oscillator. 

Mr. Cutler.-That's right. 
Dr. Edson.-I must quote a line that I stole 

from Dr. Vessot. The analogy is the man playing 
a beautiful violin in a boiler factory j and ap
parentl)!', this is what a maser is. I think Dr. 
Golay is trying to stop the boilermakers and I 
think it is hard to get rid of them. I think they "
are inherent in the system. 

Dr. Golay.-Yes, but I don't think it is im
possible. 

Dr. Baghdady.-I would like to make what I 
consider an interesting remark about these laws, 
l/f and so forth. If you approach the modeling of 
oscillators from the blackbox viewpoint as op
posed to what we call physical causes, one of the 
interesting models that has come up is just a 
band of noise-a band of gaussian noise, whose 
spectrum you can assign a variety of shapes and 
you would be amazed at how many different laws 
emerge. Out of that you get l/f, you get higher 
powers, you get almost anything you want. It 
depends on the shape of the spectral density func
tion of that band of noise, no sine wave, just a lot 

of guys talking at the same time with somebody 
constraining the shape of the spectrum of their 
combined chatter. Change the spectral shape and 
look at the instantaneous frequency, you find some 
beautiful laws that look like l/f and others. And, 
incidentally, in agreement with one of the ques
tions that Mr. Barnes brought out, namely that 
this l/f phenomenon has to taper off eventually, 
they all taper off, these "one over something" 
spectra. They don't just keep going : they rise and 
then they taper off. 

Dr. Helgesson (Varian Associates) .-I seem to 
detect here that people are a little bit squeamish 
about making one measurement in the time do
main and a different measurement in the fre
quency domain. Or maybe they think they should 
be able to repeat a time domain measurement in 
the frequency domain, which of course is un
realizable for the sort of things that we have been 
talking about here. 

I don't think this is a particular disadvantage. 
I think that both types of measurements are 
equally valid. They apply to different sorts of 
applications. 

The period count, of course, applies to some
thing where a period count is going to be used in 
an actual setup ; for instance, a period count of a 
doppler frequency. This measurement is very 
applicable. The frequency domain averaging 
with a square filter is something that is not only 
applicable to the hydrogen maser but I think 
also to any type of stable oscillator. This has, 
I think, very important applications in frequency 
lock loops and any other situation where you are 
constraining the bandwidth in the same way 
that you are constraining it in the measurement 
technique. I think that we should recognize that 
both of these types of measurements exist, and 
they are useful. Perhaps, we shouldn't actually 
specify our oscillator in terms of both measure
ments, because certainly the numbers don't come 
out the same when you perform both types of 
measurement on the same oscillator. 

We intend to talk a little bit more about this 
tomorrow in terms of some measurements that 
we made on atomic standards. 

Prof. Searle (MIT) .-There has been a lot of 
talk about the frequency domain versus the time 
domain. I talked with Prof. Strandberg and a 
couple of other people on the panel, and they 



156 SHORT-TERM FREQUENCY STABILITY 

thought it would be helpful if I stole a slide from 
the talk that I have to give tomorrow afternoon ,  
to try t o  put this i n  block diagram form in hopes 
that it will focus attention a little bit more on 
the relations bctwecn these two domains. I don't 
want to make a big deal out of it ; obviously, but 
there has been an awful lot of talk, and I thought 
one slide might be worth a few thousand words, 
if  the projectionist has the slide. 

Essentially, this is nothing different than what 
a lot of people have been saying already, and this 
is nothing new, obviously, but it does put it 
down ill some organized fashion, I think [sec 
Figure 24-2]. People have been talking about 
various methods of performing the operation 
indicated in the top line, taking the derivative, 
p assing through some type of window function, 
finding the mean square value of this, ahd 
finally down in the lower righthand corner, 
finding the various answers. 

Kow, there are very simple relationships, 
obviously, existing between the time domain and 
the frequency domain . This slide j ust summarizes 
those quickly and indicates that it is readily 
possiblc to move back and forth from one of 
these domains to the other, via the autocorrela
tion or various Fourier transforms. I thought this 
might possibly clarify some of the discussion and 
get the picture in one place at one time. 

Dr. Strandbcrg.-Then what is the problem 
with the varied measurements, where they seem 
to feel there is a difference betweell time and 
frequency domain,? 

Prof. Searlc.-I can't answer without j ust 
takilig a guess that it is all tied up in this business 
that Dr. Vessot and I have been talking about, 
the window function. 

What I had shown on the slide is what I con
sider to be the mathematically correct way of 
describing what you mean by a frequency average 
over a given interval of time, and this amounts 
to a square box, stepped impulse response H(r) , 
which is a sinx/x frequency response. 

Now, if you do anything else other than that, 
the kinds of functions that you are dealing with, 
especially when you are talking about white 
phase !loise, have a great deal of power energy i n  
the higher frequencies when you multiply by 
squared. Thus any signal within the responses of 

w 

the filter which you consider as insignificant the 

first time through turns out to be v itally im
portant to what happens in the long run. 

Dr. Vessot's paper describes this very suc
cinctly, whcre he shows the tremendous differ
ence between taking a simple square filter in the 
frequency domain as compared to a sinx/x filter. 
It makes a tremendous difference in the data. 

Dr. Mu[[cn.-I must say that I feel much better 
now that you said that it was "vitally important" 
to consider the functions that we are dealing 
with. I think it is not really the conceptual ques
tion of whether or not we can get mathematical 
descriptions of both of these things that are 
equivalent that matters : the question is whether 
an actual experiment done O!le way can be inter
preted in terms of an aetual experiment done the 
other way. This depends on a balance of experi
mental difficulties which are different in the two 
systems. 

Dr. Oolay.-Of course, if you have a square 
window in the time domain you have a frequency 
distribution in the frequeney domain, which if 
multiplied by f, blows up in your faee. But it 
doesn't mean at all that you have to have sint/t 
in the time domain in order to have a manageable 
expression in the frequeney domain.  You can 
apodiz(' your tim() as the Freneh opticians say. 
You can take a finite time but make sure that 
you weight your samples in the proper manner 
by for instance a cosine function . Then you suc
ceed in so diminishing the high frequency response 
that the moment of inertia or second moment of 
that frequency response, will be finite again .  

Prof. Scarle.-Dr. Golay, the only thing that 
I don't understand is this notion that something 
is blowing up somewhere. The only thing that 
has been said is that if you have something eom
pletely flat, white phase noise, then you end up 
with an infinity when you take the integral. As 
far as I am concerned, this is the right answer. 
If you have a completely flat unlimited white 
phase noise, then you have infinite frequency 
noise, and therefore your stability should be 
infinitely bad . Ao I don't see that there is any 
worry about realizability. We have done our 
stuff on the computer. You know this means 
that you don't have to go to the trouble of con
structing a sinxlr filter, and the answer is per
fectly realizable. If the answer is infin ite, then 
you ought to get infinity, and I don't blame this 
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on the filter. Everybody is blaming this problem 
on the filter, and it is a problem of the system 
that you have chosen, which happens to have 
infinite instability. 

Dr. Golay .-I don't believe the worry is real. 
It requires a bit of thinking. 

Dr. V cssot.-I think what Dr. Golay was sug
gesting was that we describe ahead of time some 
manner of making a filter that everybody would 
agree to and, of course, this is very difficult. It is 
like falling in love with the same woman . I, for 
one, don't know what shape the filter should have. 
I have pretty good ideas on the other. 

Mr. Lincoln.-If I might add one thing, the 
type of problem that you have in this filter can 
be avoided. When you are dealing in spectral 
regions where additive noise seems to have a 
significant contribution, that results in a para
bolic frequency spectrum, then onc is dealing 
with a flat phase spectrum. One can, for instance, 
makc less than a two percent error in the use of 
a third-order filter, measuring that phenomenon 
and getting quite accurate information about the 
spe�trum. Correspondingly, the flatter of the 
two spectra, right close to the origin is the fre
quency instability spectrum and this would be 
the one that would be most logical for analysis 
at that point. 

One can get around, to an extent and, I think, 
to a very reasonable extent, the additive noise 
problem, simply by turning to the differcnt phc
nomena, and as all of us said so many times 
beforc, the frequency and phase spectra are very 
clearly related. 

Mr. Sherman (General Electric).-I know this 
is entitled "Theory," and yet today there were 
two very hard practical experimental things 
brought in that possibly went by a little too fast. 
One of them was the usc of three carriers while 
we tried to talk about and measure one carrier. 
There was an awful lot of talk that presumes that 
we know what a frequency is or what an interval 
of time is. Very rapidly, Mr. Lincoln talked about 
using three carriers in order to take the data in 
pairs and compute the data applicable to one. 
This data is referenced to the average frequency 
of the three, but at least it gives you something 
to talk about in terms of measured quantities, 
which can actually be ascribed to one carrier. 

There is one other thing that seems to have 

gone by me in one of the other papers, the dis
cussion of flicker noise didn't seem to have 
sufficient distinction drawn between long-period 
flicker noise and what I have always thought of 

of 

as being an aging phenomenon. I think there is a 
true long-term frequency instability for periods 

time approaching infinity. Where periods of 
time approaching the year and periods of time 
approaching infinity, can be separated, I am 
not sure. 

But there needs to be some way of discussing 
periods which arc short, periods which arc long, 
periods which are years, that is long periods, 
periods which arc lifetimes, that is long, and dis
cuss them separately. I hope that we call talk 
about short-term frequency stability or in
stability. 

Dr. Golay .-A man, who having heard that 
crows live two hundred years, decided to make 
the experiment, and to that purpose acquired a 
young crow . . . . 

Now, I believe that we can speak very well of 
statistics for one second or for maybe one day, 
long samples, but when we are dealing with 
long periods, wc arc no longer dealing with 
statistics, we arc dealing with history. 

A certain oscillator will behave very well over 
a long period of time, and another one will not 
behave so well. You compare the two, you decide 
after a while which has given you the most con
sistent data. Perhaps you had better have three 
to have the two which agree with each other 
outvote the third, but you don't really perform 
statistics. Statistics belong to the short-term 
average, and when you deal with history, you 
just observe and do the best you can and foresee 
your next step. 

Mr. Sherman.-This gets involved again in the 
flicker noise. It was introduced as a perturbation 
to the conversation this afternoon. It has become 
a real stumbling point for me. 

Mr. Baugh (Hewlett-Packard) .-I think my 
question has already been answered to a certain 
extent. Dr. Baghdady in his Olympian viewpoint 
stated that the spectral density flicker noise just 
had to go to zero, or decrease for smaller and 
smaller frequencies. I was wondering if he had any 
evidence to substantiate this. 

Dr. Baghdady.-I'm sorry, I didn't say it had 
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to decrease to zero. I just said it flattens out. 
Well, let me tell you what I said. 

I said it is interesting to note that you can get 
one over something, one 'over omega (1/w) to a 
power type noise, by taking a band of gaussian 
noise and shaping its spectrum in various ways, 
and computing for each shape what the spectral 
density function of the instantaneous frequency 
comes out to be. This is a problem that has been 
worked out to death and a lot of curves on it have 
been published. If you look at the curves, they 
show you a lot of laws that have been worked 
out, say, for a gaussian shape or a rectangular 
shape and a single tuned shape and so forth. 

The spectral density of the instantaneous fre
quency fluctuations 

or 
w 

doesn't go down to zero 
ultimately as goes to zero. It just flattens out 

humps down. And there you can rationalize 
that the noise has a lot of zero crossings in in
stantaneous amplitude and many phase steps, 
giving rise to instantaneous frequency pulses 
that have a flat spectrum. So you would expect 
to have a flat spectrum to zero, you see, rather 
than one that goes up indefinitely. 

It seems to start from a nonzero value, go 
through a hump, and then goes down like 1/! or 
one over some other power of frequency, and so 
forth , depending on the original RF spectral 
shape. I didn't say it goes down to zero at w = O. 

Dr. Mullcn.-Well, no one really knows that 
the II! spectrum does not keep on going up. 
Every time anyone makes a measurement 
some physieal thing, it ought to give rise to a l /

of 
,f 

phenomenon because of some kind of surfaee 
noise or contact noise, and as the experimenters 
keep on lengthening their averaging time, the I I! 
noise simply keeps going up. 

I think that Dr. Golay's point is the correct 
one, that the difficulty shades off from statistics 
to history. Perhaps the way that Messrs. Barnes 
and Allcn have obtaincd measures in which one 
docs not have to know the 1/1 cutoff frequency 
adequately avoids the problem. But I do not 
think that anyone' has a model of flicker noise 
which gives a cutoff in a truly natural manner 
at the low frcquency end. 

Dr. Baghdady.-Excuse me. If you consider the 
shape of the original bands of noise, if you consider 
the oscillation to be just a band of noise running 
around and being squeezed through an extremely 

high Q resonator ,  some of these extremely stable 
resonators, you can hardly see a bandwidth to 
them. Y can immediately get the idea that 
you still 

011 
have a ways to go, and when you have 

gone, according to this model, and I don't say 
that this describes the real world, but it is inter
esting, it may well do that. 

You might say if you have to go to near zero, 
then your estimate of the bandwidth of the 
resonator, if such a thing can be defined, would 
approach a point after which the thing will taper 
off and stop rising, because this is what this 
analysis I told you about shows. This stuff is all 
confined within roughly a range which is equal 
to the 

Mullcn.-

original bandwidth of the noise that you 
are analyzing. 

Dr. You certainly could find models 
that have a cutoff somcplace, but-the problem 
is to get a physical mechanism that gives flicker 
noise and is plausible, as a physical mechanism. 
We can always make up a gaussian noise with 
any spectrum tho t we want. That is a good 
theorem, but to find a physical mechanism that 
gives a II! spectrum naturally, with a natural 
cutoff, is a very, very difficult unsolved problem. 

Mr. Lincoln.-I would like to make one sug
gestion that might be an alternative to this, and 
that is the following : Suppose one can make 
spectral measurements down to a low enough 
frequency where one can determine that a II! 
phenomenon is occurring and assign a parameter 
value to it. Then, although the analysis ( induding 
the examples of tone ranging, period counting and 
so forth) shows a sin:r/r filter effect which asks 
one to integrate right to the origin, one perhaps 
might make a case (as some of the Russians have 
tried) for setting a nonzero low-frequency point 
in the spectrum ncar w = 0 beyond which one docs 
not care what happells to the I I! behavior. The 
ehoiee of the nonzero low-frequency limit may 
be based upon a consideration of operating time 
of the oseillator, or reealibration or so forth . One 
can thus continue considering the III behavior 
as continuing all the way to the origin, but just 
integrate just so far back and have an answer 
that is quite good, even if one is not able to 
measure all the way hack that distanee toward 
w = O. This I offer as an altel'll ative to the prob
lem of what happens eventually as w goes to zero. 

Dr. Edson.-I think that we may very well. 
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First of all, certainly, this l/f phenomenon is 
not short-term frequency stability, that is one 
thing. I can cheerfully rule it out as being non
germane to the Symposium. 

I think this is a poor idea, but I think it very 
possibly is a mathematical trap. I think that it 
may well be that the mathematics is more obscure 
than the physics or at least maybe that the 
mathematics obscures the physics. 

Mr. Barnes.-First of all, I think if you were 
to consider klystrons, I think your definition of 
"short-term stability" might then stop at one 
millisecond because your flicker noise for such a 
device is quite a bit higher in frequency, I believe. 
Although I haven't made any studies on that. 
You can avoid the problem mathematically, as I 
have attempted to show, by treating cutoff
independent quantities. 

Mr. Bickford (Raytheon Company) .-Several 
of the authors showed discussions in which they 
would multiply a change of one nature or another, 
in which the detecting device was attributed to be 
a true phase detector. 

Now, my question is have the output of these 
phase detectors been monitored as a function of 
time, and how do they behave? Are there any 
discontinuities, are things nice and smooth or do 
you get a nice l/f behavior? 

Dr. Vessot.-In the case that I described, we 
are not using multipliers in the sense that we 
multiply frequencies. The multiplier that is used 
is a function multiplier that represents the 
product in real time of two signals Fl(t) and 
F2(t) , and gives a product of Fl times F2• All the 
other systems, merely translated the spectrum 
down. They were subtractors, perhaps, of fre
quency, but not multipliers. Therefore I think 

you are quite right in saying that the spectrum 
has been retained tolerably well, which you 
certainly would not do if you put the thing into 
a times ten multiplier, for instance. 

Dr. Spence (University of London) .-I would 
like to hear comments on the use of oscillators as 
active filters, with particular reference to two 
applications. This question may be out of order 
and may be more appropriate for tomorrow, and 
please say so. 

First, some Russian 'worker suggested a few 
years ago that a reduction of oscillator noise 
could be obtained by the interaction of a number 
of oscillators. Second, it is possible to operate a 
synchronized oscillator as an amplifier, but 
whether this is better than using the same active 
device as an amplifier, I do not know. I would 
like to ask if anyone has any comments on these 
two particular uses of an oscillator as an active 
filter. 

Dr. Mullen.-It seems to me that it all depends. 
I don't think there is any other real answer. You 
havc to study each application separately and 
the actual active devices that you have to work 
with. 

Dr. Golay.-A phase lock loop is an extremely 
high Q filter, which is employing an active ele
ment in the form of a VCO. 

Dr. Baghdady.-Dr. Golay took the words out 
of my mouth about the phase locked loop. I was 
going to mention, also, the AFC loop. They both 
simulate active filters, but I don't think you can 
make them do the job on the scale I think you 
have in mind. You can bring the noise bandwidth 
down to small fractions of cycles per second, and 
so forth. If you are talking much narrower than 
this, then it gets trickier all the time. 
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The stability of passive atomic frequency standards is limited by shot noise introduced by 
the atomic reference. The contribution of shot noise to the frequency instability can be described 
in terms of a figure of merit for the atomic reference, and this figure of merit is used to compare 
references now existing and proposed. The figure of merit is calculated for atomic beam and vapor 
cell systems, and the asymptotic expressions for the rms frequency fluctuation for long and short 
averaging times are expressed in terms of it. Measurements of the rms frequency fluctuation of a 
cesium beam standard show the expected T-I dependence on averaging time and agree in mag
nitude with the calculated values. It is feasible to build atomic beam standards where the contribu
tion of shot 

to 
noise to the frequency fluctuation for averaging times less than 1 second is less than 

that due the crystal oscillator. Rubidium vapor frequency standards currently meet this speci
fication. 

Passive atomic frequency standards use an 
atomic resonance frequency as a reference to 
control a quartz crystal oscillator. There are three 
types currently used to any extent : standards 
using cesium and thallium atomic beams, and 
those using rubidium vapor cells. The principle 
of operation is fundamentally the same in all 
cases. As shown below, shot noise introduced by 
the atomic reference puts a limit on the fre
quency stability of the controlled system. It is 
useful to describe the atomic reference, apart 
from the quartz oscillator and the associated 
electronics, by a figure of merit in order to com
pare the intrinsic performance of various designs 
with respect to the instability caused by the shot 
noise. The behavior of a standard can then be 
predicted from the figure of merit, the parameters 
of the electronic control circuit, and the short
term stability characteristics of the crystal 
oscillator. 

*Beverly, Mass. 
**Palo Alto, Calif. 
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PRINCIPLE OF OPERATION OF ATOMIC 

REFERENCES 

The complete descriptions of the cesium atomic 
beam tube and rubidium gas cell as used to con
trol frequency have been given elsewhere (Ref
erences 1 and 2) . We include brief descriptions 
sufficient to make clear the subsequent material. 
All atomic references make use of the ground
state hyperfine structure separation of the atom
cesium, thallium, or rubidium-used in the ref
erence. In particular, the transition 

is used because of the relative insensitivity of 
the energy separation of these states to the 
applied magnetic field. 

In a typical atomic beam tube, illustrated in 
Figure 13-1 , atoms from a source pass between 
the poles of a state selector magnet, which deflects 
a fraction of the atoms in some of the ground 
level states ( including the (F =J, mF =O) state] 
into a microwave structure. In this region a small, 
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constant magnetic field is applied parallel to the 
oscillating magnetic field induced in the micro
wave cavity at the path of the atomic beam, so 
that LlmF = 0  transitions can be induced. If the 
frequency of the oscillating magnetic field has 
the proper value, atoms in the ( F =j, m = O) state 
will undergo transitions to the ( F =j± l ,  m =O) 

state. * On passing through the second state 
selector magnet , atoms which are in the latter 
state will be defleded toward a detector, while 
the rest of the atoms ill the beam will be de
flected away. The detector consists of a hot 
metallic surface of high work function at which 
the atoms are ionized. (For thallium, oxidized 
tungsten is most commonly used, while tungsten, 
tantalum, or niobium are used for cesium. )  The 
ions evaporating from the surface are accelerated 

STATE S E L E C T O R  

M A G N E T  

J::J n n DETECTOR 

G
�-tJ�---=--::;� - - _ 

d� 
OVEN �u� -tJ-:� 

STATE SELECTOR 

M A GN E T 

M I CRO WAV E I N PU T  

FIGURE 13-I .-An atomic beam tube. 

into the first dynode of an electron multiplicr, 
from which secondary electrons arc multiplied in 
succeeding stages. For the Ramsey type of struc
ture used in these devices, the signal at the de
tector as the frequency of the oscillating magnetic 
field is varied is shown in Figure 1 :3-2. The width 
of the ecntral component of the line is typically 
of the order of 100 Hz, while the width of the 
pedestal is of the order of 1 0,000 Hz.  

In a standard, the output of  a quartz oscillator 
is multiplied to the proper microwave frequency 
and modlllatpd about the frequency of the eon
trol componpnt : 9 . 19+ GHz for cesium, and 
21 .:�+ ClIz for thallium. If the central frequency 
does not eoincide with that of the line, an error 

*For 
1 
cesium and thallium, F can have two values : 4 and 

3, and and 0, respectively. The system can be designed 
so that the first state selector magnet selects either of the 
pair of values ; and the transition will then be made to 
the other, which will be deflected by the second state 
selector magnet to the detector. 
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FIGURE 13-2.-Resonl1nce line shape in an atomic beam 
tube with a Ramsey-type microwave structure. 

signal at the modulation frequeney appears at 
the detector, and this · error signal is used in a 
feedback circuit to control the frequency of the 
quartz oscillator. 

A diagram of the optical system of a Rb stand
ard is shown in Figure 1 3-3. Light from a Rb87 
lamp propagates through a RbR7 gas cell in a 
microwave cavity and is detected by a photo de
tector. The microwave 

(
transition between the 

( F = 2, 1/1 /=0)  and the F = 1 , 11// = 0 )  hyperfine 
levels in the ground state of Rb occurs at 6.84 + 
GHz, and the microwave cavity is tuned to this 
frequency. The atomic system has three energy 
levels, with separations at the microwave fre
quency and two optical lines at approximately 
7900 A. The light from the Rb�7 lamp contains 
both optical components. To obtain a population 
inversion for the microwave transition, a n b85 
isotope filter which has an absorption line that 
overlaps til(' optical line of lonp;er wavelenp;th 
from the lamp is used. This optical linp is essen
tially eliminated from the system, so that the 

r;::===:;-'L 

FIGURE 13-3.-A rubidium vapor cell. 
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photo cell measures the transmitted inten
"ity of the remaining line as modified by the 
absorption of the gas cell. The microwave fre
quency is modulated, and the output from the 
photo cell is synchronously detected to produce 
a signal whose amplitude is directly proportional 
to the difference between the average microwave 
frequency and the reference frequency of the Rb. 
This signal is integrated and used to correct the 
frequency of the crystal oscillator from which 
the micr

4 

owave signal is derived. The line width 
is typically 500 Hz and the photon flux about 
2 X 101 per second. The control circuit, shown 
schematically in Figure 13-4, is fundamentally 

.1I.n ( s )  
OSCILLATOR 
OUTPUT 

FIGURE 13-4.-Servo model of the frequency control 
system. 

the same for rubidium vapor and atomic beam 
standards. The spurious error signal, shown as 
Nrc! and caused by shot noise of the atomic 
beam or the light beam, is the cause of the in
stability" with which we are primarily concerned. 
The noise from the oscillator, shown as Nose, 
also is important to the performance of the fre
quency standard, of course, and-as will be dis
cussed below-becomes dominant for sufficiently 
short averaging times. 

FIGURE OF MERIT 

The quantity long recognized as a measure of 
the accuracy of measurement of a resonance fre
quency is the signal-to-noise ratio divided by the 
resonance line width. We have found it useful in 
designing frequency standards to adopt this con
cept and define a figure of merit for an atomic 
reference as the reciprocal of the short-term rms 
frequency fluctuation caused by its noise, assum
ing optimum amplitude of modulation and a I-Hz 
rectangular bandwidth for the control circuit. 

The central component of the resonance line 
in an atomic beam tube with a Ramsey-type 

structure can be approximated by the function 
( Reference 3) 

S = !A ( 1 +cosn T) +B, 

where n is the difference between the applied 
frequency and the atomic resonance frequency in 
radians per second, T is the time of flight be
tween the separated interaction regions, A is the 
peak-to-valley amplitude, and B is the back
ground. Let A and B be the current at the output 
of the electron multiplier. The line width W 
equals 1/2 T  in Hz. 

With a modulated and detuned applied signal, 

n T = 5+ t.t/> sinwt, 

where 

5/271" T 

t.cfJ/271" 
= amount of detuning, 

T = modulation amplitude, 

w/271" = modulation frequency. 

Then 

! A cos ( 5 + t.t/> sinwt) =! A cos5 cos (t.t/> sinwt) 

- !  A sin5 sin ( t.t/> sinwt) . 

Expanding the right-hand side in a Bessel series 
and dropping harmonic terms in wt which a 
narrow-band synchronous detector would reject, 
we get 

Sf =B+!A[1  + Jo ( t.t/» cos5J 

- A  sin5J ( t.1 t/» sinwt. 

The optimum modulation maximizes the last 
term. 

= 
The first maximum of J (t.5) is 0.5819 for 1

t.t/> 1 .84 radians. 
For synchronous detection when 5 is small .  

I (noise rms) = <J>(M /7]) 1/2 

X ( /e l B+ A[1  + Jo ( t.t/» - J2 (t.t/» J/2 l t.f)1 2 

where 

�f=noise equivalent bandwidth (assumed to 
be 1 Hz) , 

M = overall multiplication of electron current 
in the electron multiplier, 

<I> = noise multiplication due to ion conversion 
and electron multiplication, 
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Ide' =equivalent noise-producing dc ion current 
with sinusoidal modulation. * 

71 is the ion-to-electron conversion efficiency at 
the first dynode of the electron multiplier, which 
is approximately 1 .  It can be shown that (Ref
ference 4) 

<I> = [1 +71+ ( 1 - 11 M) I (Ml/n - l) Jl/2 ( 71) 1/2, 
where n is the number of stages of electron 
multiplication. Equating the noise and error 
signals, we find 

M<I> (2eIde' 111) 1/2 0 =  , A J1 (110) 
Qrms = 211" .1vrms = ol T = 2  oW. 

Therefore, 

when 
.1J= 1 Hz, 

where F is the figure of merit. 
For a flop-in system with negligible background 

A == e71MNo, 
or 

Ide' == e (No/2) , 
where No is the peak ion current into the first 
dynode. Therefore, 

(AVrm8)-1 = ( 1 .S371IW<I» (No/.11) 1/2 ; 
for .1J = 1 Hz. 

If one measured the total noise current for a 
I-Hz bandwidth at the output of the electron 
multiplier, with the microwave frequency set at 
a half-amplitude point of the resonance line, one 
would measure 

Inoi8e = M<I>(2eIde' .11) 1/2. 
Defining I8iu as A ,  

(Llvrm8 ) -1 = ( 1 .S3IW) X (I8;0/Inoi8e) . 
In the above derivation, we have made several 

·We wish to thank L. S. Cutler for pointing out to us 
that the noise current with modulation and synchronous 
detection does not in general correspond exactly to that 
calculated from the dc component of the modulated ion 
current. 

assumptions. One is that our modulation rate is 
slow enough so that time-of-flight effects of the 
atoms through the apparatus may be neglected
another is that our measurement of I1vTms 

; 
is for 

measurement intervals small compared with 0.5 
second, corresponding to the assumed I-Hz noise 
equivalent bandwidth. 

In a rubidium vapor reference, the current in 
the photo detector is proportional to the number 
of photons received per second and may be ex
pressed as 

where 

71 = 
No = 

quantum efficiency of the detector, 

e = 
number of photons per second incident, 

A = 
charge of an electron, 

x = 
peak fractional absorption of the gas cell, 
frequency difference function. 

The frequency difference function may be ex
pressed as 

x (t) = ( ov + .1v coswt) It w, 
where ov is the amount the average microwave 
frequency is detuned from 

w 
resonance, .1v the 

modulation amplitude, the modulation fre
quency, and W the full width at half amplitude 
of the absorption line. Solving for the current 
components in the photo detector, the error signal 
current at the fundamental of the modulation 
frequency is 

Ie (t) =Ie coswt = (SA ov .1v71NoeIW2) coswt, 
and the direct current component is 

since A«l.  Equating the rms error signal to the 
rms noise amplitude as before, we find 

or 

again assuming synchronous detection and an 
equivalent rectangular bandpass .1Jfor the control 
circuitry. As in the case calculated for atomic 
beam devices, these quantities represent the 
limiting value of the stability caused by reference 
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noise alone for very short averaging times or for 
very large bandwidths. 

Typical parameters for a rubidium vapor 
standard are : 

A = 0.001 , 

AvlW =0.2, 

'1/ =0.9, 

For Af = l  Hz, 

F = 1 .07 X 10-3 (NoIW) 1/2• 
It is not appropriate to compare the constant 
1 .07 X 10-3 with that of 1.83 obtained for an 
atomic beam device because the values of No 
are vastly different. In fact, rubidium vapor 
standards are far superior to current atomic beam 
standards with respect to the instability intro
duced by shot noise. 

5T ABILITY AND TIME AVERAGING 

In the foregoing derivations of the figure of 
merit, it was implicitly assumed that the time 
interval over which the frequency deviation is 
measured is small compared with II fl.f. Below, 
we derive-following Bagnall (Rcference 5) and 
Cutler (References 6 and 7) -the general be
havior of the rms frequency fluctuation for any 
averaging interval : 

X 
fl+7' 

Av (t' )  dt' 
fl+T 

fl.v (t") dt", 
1 1 

when (fl.v )T2 is the mean-square fluctuation 
T, 

in 
frequency averaged over an interval fl.v(t) 
/I (t) - Vo 

is 
(the "instantaneous" frequency mmus 

the average frequency) and 

v ( t) = ( 1  121r) (dO ( t) I dt) , 
where O (t)  is the elapsed phase. 

The expression above can be manipulated to 
glve 

(AV )T2 = T-l{ dt[I + (tI T) JR (t) 
-T 

+ T_ljT 
dt[I - (ti T) JR(t) . 

o 

R (t) is the autocorrelation function of the fre-

quency deviation 
TI2 

R (t) = l
T-HO 
imT

foo 
-1 dt' fl.v (t) Av (t'+t) 

-T/2 

= -1 
exp (jwt) S ew) dw, 

271" - 00  

S ew) = 1 �( jw)  12, and is the spectral power 
density of the frequency deviation. 
the Fourier transform of Sew) for R(

Substituting 
t) , we find 

that 

(fl.v )T2 j
'''' 

=1r-1

foo 
dw[S(w) ( I - cosw T) JI (WT) 2 

- 00 

= -
1 

dw[S(w) sin2wTI2JI (wTI2) 2. 
271" -00 

If the frequency-regulating control circuit can be 
described by the diagram shown in Figure 13-4, 
then 

� ( jw) = [1 +KG(  jw) J-W08C ( jw) 

KG( jw) + N ( jw) , I +KG ( jw) Te/

where 

KG( jw) =open-Ioop response of the control 

N 08C = 
circuit, 

equivalent noise signal of the oscil

Nr
lator, 

e/ = equivalent noise signal of the atomic 
reference. 

Assuming for the moment that oscillator noise 
is negligible and recognizing that the reference 
noise has a flat spcctrum, we can express the 
mean-square frequcncy fluctuation as : 

X 
f'" 

dw 
- 00 

1 KG( jw) 1 2 sin2wT 12 . I +KG ( jw) (wTI2) 2  

For the usual sort of control circuit the expres

w 
sion between the parallel lines approaches 

w 
1 as 

approaches zero, and goes to zero as becomes 
large. We therefore can readily find the asymptotic 
limits when T is very large and when T is very 
small. 

f
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FIGURE I3-5.-Asymptotic behavior of the frequency 
stability as a function of averaging time for an oscillator 
controlled by a reference. 

QUENCY STABILITY 

For very small T, 

where !:J.j is the equivalent rectangular band
width. When T is very large, 

(!:J.II )T2 =Nrc// T. 
The two asymptotes interseet when the averaging 
time Tin t = I/2!J.j. Making use of the definition 
of the figure of merit, we see that 

Nrc! = 1/ (2]1') 1/2, 
so that 

( T  short) 

and 

( T  long) 

The latter expression leads to the familiar result 
that 

!:J.llrms/1I0 = 1 /lIoF(2T) !/2 0:: I /Tl /2. 
In practice the frequency fluetuation will not 
decrease indefinitely with increasing averaging 
time, being limited sooner or later by long-term 
drifts and fluctuations caused by aging and 
changes in such ambient conditions as tempera
ture and magnetic field . 

If we now consider just the oscillator's random 
frequeney fluctuation and make use of its known 

flat power spectrum, we can do the same calcula
tions 
KG( jw) 

done 
=K

for 
jjw, 

the shot noise. In particular, if 
the asymptotic limits are readily 

seen to be 

(!:J.II )T2 = Nosc2/T ( T  short) , 

(!:J.II )T2 = No8C2/KT2 ( T  long) . 

The two asymptotes intersect for T = 1/  K, which 
is one-half the value of Tint ,  the averaging time 
where the shot-noise asymptotes intersect. Figure 
13-5 is a plot of the asymptotes of !:J.llrms as a 
function of averaging time, reproducing the results 
of Bagnell ( Reference 4) . Curve a is the contri
bution of noise from the reference alone. Curve b 
represents the asymptotic behavior when the 
oscillator frequency fluctuations for averaging 
times of the order of the control circuit time con
stant are less than those introduced by the 
reference, while curve c represents the opposite 
case. If random frequency fluetuations intro
duced by the atomic reference are larger than 
those of the quartz crystal oscillator, the best 
short-term stability is obtained by decoupling the 
oscil
!:J.j 

lator from the atomic reference by making 
sufficiently small so that, for the short aver

aging times of interest here « 1 sec ) , the per
formance is limited by the oscillator. If the 
oscillator-induced frequency fluetuations are the 
larger, then the best overall results are obtained 
by making the response time of the frequency 
control circuit as short as is practical . 

Although above we have discussed the rms 
frequency fluctuations in terms of an average 
over an interval of time, one can also considcr 
frequency fluetuations "averaged" in the fre
quency domain by limiting the frequen(�y range 
of the frequency fluctuation !:J.1I ( t )  by a low-pass 
filter. For a rectangular passband low-pass filter 
we have 

(!:J.II )/ = 2 j! Sew)  dj, 
o 

where j is the bandwidth and (!:J.II )/ is the mean
square fluctuation averaged over the bandwidth j. 
This definition is useful for eommunications 
systems, sinee the rms quantity is equal to the 
noise that would be present in a frequency de
modulator at the 

j. 
output of a postdeteetion filter 

of bandwidth Considering just the effect of 
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reference noise, if we substitute 1/2f for T, we 
have the same asymptotic limits for frequency 
interval averaging as for time interval averaging. 
The actual functions, as opposed to the asymptotic 
limits, will not be identical but will be quite close 
in value. The effect of oscillator and other noise 
introduced in the system will in general be dif
ferent with frequency interval averaging than 
with time interval averaging. 

PERFORMANCE OF VARIOUS ATOMIC 

REFERENCES 

In Table 13-1 
Avrm./vo 

are given the figures of merit 
and values of for a 1 /2-Hz equivalent 
noise bandwidth (or a 1 second averaging time) 
for various atomic references. The numbers for 
thallium tubes, for instance, do not represent the 
ultimate performance that might be obtained from 
tubes of this type. While some are clearly superior 
to others, obviously there are considerations other 
than short-term stability for a frequency stand
ard-long-term stability, for example, or size. 

Figure 13-6 I/TI/2 
pendence of Avrm./vO 

shows the predicted de
for a standard using a 

BLR-2 cesium beam reference. The time constant 
of the control circuit of this standard is con
siderably less than 1 second, so that the leveling 
off expected for short averaging times does not 
appear. The measured frequency fluctuation 
agrees quite well with that expected from shot 
noise. The frequency fluctuation was measured 
by comparison with a rubidium vapor frequency 

TABLE 13-1 

Standard Type F I laveragi
v /vo (I-sec 

ng time) 

V-4700 Rb vapor 15 6 . 8 X 1O-12 
BLR-2 25" Cs beam 1 .8 4 . 4  X 10-11 
BLR-3 16" Cs beam 0 . 6  1 . 3 X lO-IO 
BLR-4 27" Cs beam 40) (2 X 12* ( 10- ) 

1 7 . 6" TI beam (2 . 1 )  (1 . 6 X 1O-n) 
17" double reso- (5 .5) (6 X 10-12) 

nance TI beam 
30" TI beam (13) (2 . 6 X 10-12) 

*Numbers in parentheses are estimated values for de
vices not yet built or of hypothetical design. 

-10 10 

: -II � 10 
<I 

-12 10 -L-r-----------r-----------r-------
10 100 

AV E R A G I N G  T I ME ( sec) 
FIGURE 13--6.-Experimental dependence of frequency 

stability on averging time for a frequency standard 
using a BLR-2 cesium beam tube. 

standard. Two synthesized frequencies, one from 
each standard, were mixed. The period of an ap
propriate number of beat cycles to correspond to 
the desired averaging time was measured many 
times, and the frequency fluctuations were then 
calculated from the measured fluctuations in the 
length of the period. Since the short-term sta
bility of the rubidium standard is considerably 
better than that of the cesium standard, the 
measured fluctuations essentially are due to the 
latter. 

CONCLUSION 

From averaging times less than 1 second, the 
stability of a quartz crystal oscillator is impaired 
by coupling it to an atomic reference with too 
Iow a figure of merit. To make a standard where 
the frequency fluctuations introduced by the 
reference would be less than those of the crystal 
osciIlator-l X lO-II for a I-second averaging 
time-a figure of merit greater than 12 for a 
rubidium vapor standard, 8 for a cesium beam 
tube, or 4 for a thallium beam tube would be 
required. For a sufficiently large figure of merit, 
it obviously is possible to obtain a superior short
term performance from a frequency-controlled 
oscillator than from an independent one over a 
certain range of averaging times. Current rubi
dium vapor standards already meet this criterion, 
and it appears to be completely feasible in small, 
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portable atomic beam tubes. One such cesium 
tube, the BLR-4, is currently being constructed, 
and other high-performance tubes may be ex
pected in the future. We believe also that there 
are still improvements to be obtained in rubidium 
vapor standards in the area of short-term sta
bility, both in the atomic reference and in other 
noise-contributing parts of the system. 
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1 4. AN OPTICALLY PUMPED Rb87 
MASER OSCILLATOR * 

P. DA VIDOVITS 

Columbia University 

Columbia Radiation Laboratory 

New York, NeW York 

A self-sustained Rb87 maser oscillator has been developed. The maser oscillates on the Rb87 
hyperfine transition frequency (approximately 6,835 Mc/sec). Because of its simplicity and poten
tial frequency stability, the device promises to be a very useful frequency standard. 

A few months ago we developed at the Columbia 
Radiation Laboratory a rubidium maser os
cill�tor which we think will be a very useful 
frequency standard (Reference 1) .  The physical 
size of the device is about a cubic foot ; the 
operating temperature is about 60°C. Because of 
its relatively high output power, this device may 
have the best short-term stability of any other 
frequency standard so far developed. 

Because of the frequency shift caused by buffer 
gas, the rubidium maser will not be a primary 
standard. As a secondary standard, however, it 
may be a device of unsurpassed stability and 
simplicity. 

Figure 14-1 shows a simplified energy level 
diagram for Rb87• The ground state is the 581/2 
state. The quantum numbers F =2  and F = 1 
designate the two ground-state hyperfine levels. 
The energy difference between the two levels 
corresponds to 6835 Mc/sec. The substates 
designated by the mF numbers are the Zeeman 
sublevels. It is between the F = 2 and F = 1 ground
state levels that we want to obtain maser oscil
lation. The P312 and PI/2 states are separated from 
the ground state by energies corresponding to 
7800 A and 7947 A, respectively. To obtain maser 
action, an excess population must be produced in 
the F = 2 state with respect to the F = 1 state. 
Overpopulation can be produced by optically 

*This work was supported wholly by the Joint Services 
Electronics Programs (U.S. Army, U.S. Navy, and U.S. 
Air Force) under Contract DA-36-{)39 SC-90789. 
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exciting atoms out of the F = 1 state into one or 
both 5P states. From the 5P states the atoms 
decay into both the ground-state F = 2 and F = 1 
levels. Since atoms are excited out of the F = 1 
state only, while the decay proceeds into both 
states, an excess population is built up in the 
F = 2 state. This process is an example of optical 

F 
3 2 5P3/2 1 0 
2 5PI/2 1 

2 

-3 

0 
:o:7800A 

0 
:o:7947A 

- - T - -

:0: 6835Mc MASER LEVELS - - - - -
_ ...L _ 

-2 - I  0 1 2 3 

FIGURE 14-1.-8implified energy level diagram for Rb87• 

pumping. The pumping light needed here must, of 
course, be free of radiation connecting the F = 2 
state with the 5P states. Resonance radiation 
from a Rb�7 discharge lamp will contain the 
desired 581/2 F = 1-75P pumping light as well as 
the unwanted 581/2 F = 2-75P component. The 
ground-state F = 2 and F = 1 levels are too close 
together to be separated by conventional optical 
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FIGURE 14-2.-Hyperfine structure o f  rubidium resonance 
line (see Reference 2). 

filters. A method of filtering the undesired com
ponent has been described by Bender (Hcference 
2) . The method utilizes the energy-level dif
ferenees between Rb87 and Rb85, which is the 
other stable isotope of rubidium. 

Figure 14-2 shows a very simplified energy 
diagram for Hb�;7 and RbK5• The desired light 
eompollent is designated by b. The upper hyper
fine levels of the two isotopes (levels a and A )  
overlap, w hereas the lower hyperfinp levels are 
distinct. Thus, if Rb87 resonance radiation is 
passed through a Hbs5 filtel' cel l ,  eomponent a 
is absorbed by component A while component b, 
which is the desired pumping light, passes through 
the filtcr essClltially unaltercd. 

Figurc 14-:� shows the effectiveness of this 
filtering technique. With the Hb85 filter-cell 
temperature at (j!)°C, most of the undesired 
componcnt is filtered out. 

The Rb87 is deposited at the tip of a glass cell 
designed to fit a TEoll microwave cavity. The 
rubidium vapor in the cell is in equilibrium with 
the deposit in the tip. The cell also contains an 
inert buffer gas whose purpose will be described 
latel'. The eell is plaeed inside the microwave 
eavity, and the system is illuminated by pumping 
light to produce overpopulation . If the ampli
fication of the atomic system by stimulated 
emission is large enough to compensate for the 
system losses, self-sustained maser oscillation will 
he obtained. 

There are a number of fadors influencing the 
maspr gain .  Some of them are : huffer gas, system 
tempprature, pumping light intensity, and cavity 
dpsig

buff(]' 

l l .  Not all of these will be examined in this 
paper but, to i llustrate the method, the effect of 
the gas will be described. 

It was stated that the Rb87 is contained with an 
inert buffer gas. The purpose of the b1lffer gas is : 
( 1 )  to reduce the Doppler width, (2) to increase 
the Rb87 diffusion time to the walls, and (3) to 
increase the optical pumping efficiency by quench
ing reradiation from excited levels. 

It has been shown both classically (Heference 3) 
and quantum mechanically (Reference 4) that, 
by reducing the mean free path of a radiating 
atom, the Doppler width can be reduced.  For 
example, for the hyperfine transition of Rb87 the 
Doppler width at room temperature is 9.6 kc/sec. 
By containing the rubidium with 10 torr of nitro
gen buffer gas, the Doppler width is reduced to 
20 cps. 

Collisions of the atoms with the contai:ner walls 
are almost completely disorienting. In the ab
sence of a buffer gas the mean time for wall 
collisions would be about 10-4 sec, resulting in a 
bandwidth of about ;) kc. Nitrogen buffer gas at 
10-Torr pressure reduces this bandwidth to 
about 2 cps. 

Reradiation from the excited states will 
depopulate the F = 2 states and so 

[)P 
significantly 

reduce the pumping effieiency. Reradiation can be 
prevented by eollisioJls of the seeond kind with 
huffer-gas atoms. In these eollisions the rubidium 

7800 A L I N E  
R b85 FILTER TEMP. 25"C 

7800 A L I N E  
Rb85 FILTER T E M P.  69'C 

FIGURE 14-3.-Spectra of Varian X4\l---{jO\l nbs7 spectral 
lamp at two Rbs7 filter temperatures. 
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is deexcited by transmitting its energy to the 
buffer-gas atom. This process is called quenching. 

The maser gain depends on the inert buffer-gas 
pressure .  At an insufficiently low pressure, there 
are not enough buffer-gas molecules to perform 
the stated tasks. If an excess of buffer gas is used, 
the disruptive effect of collisions betv,'een oriented 
Rb87 atoms and buffer-gas molecules becomes 
significant and the maser gain decreases. Hence, 
there is an optimum buffer gas pressure for maxi
mum gain. The effectiveness of nitrogen, neon, 
helium, argon, and hydrogen buffer gases was 
tested. Nitrogen at l l-Torr pressure yielded 
maximum gain. These results are shown in Figure 
14-4. Various mixtures of buffer gases were tried, 
and the results are shown in Figure 14-5. The gain 
was measured for various pressures of nitrogen 
with argon, neon, and helium. The effect of argon 
with nitrogen also is shown. It can be seen that the 
addition of nitrogen in each case initially increases 
the gain. Since the pressure of the original gas is 
sufficient to render wall collisions and Doppler 
width insignificant, it can be concluded that 
adding nitrogen improves the quenching. From 
similar considerations it also can be shown that, 
for maximum maser gain, there are optimum 
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TUNABLE END OPTICAL PUMPING END 

WAVEGUIDE 
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W I N DOW 

GLASS TO 
STEEL SEAL 

FIGURE 14--6.-Vacuum-tight cavity. 

values for the operating temperature and the 
pumping light intensity. 

For frequency stability it is desirable to obtain 
maser oscillation at the 

transition, since this transition is first-order 
magnetic-field independent. 

EVen with all parameters optimized, the gain of 
the first model rubidium maser was not sufficiently 
high to obtain oscillation on the field-independent 
transition. The maser gain may be increased by 
reducing the magnetic field until the hyperfine 
Zeeman transitions overlap. In this way, stimu
lated emission from the hyperfine Zeeman levels 
adds. This technique requires that the net field be 
reduced to 100 I-LG or less. Self-sustained maser 
oscillation was produced in a magnetically 
shielded system. The shield consisted of three 
concentric Moly-Permalloy cylinders with suitable 
end caps. 0 

A few weeks ago we obtained self-sustained 
oscillation between the 

first-order field-independent transition. Oscil
lation occurred in a magnetically unshielded 
system. 

Oscillation on the single 

(F = 2, m = O)-+(F = l , m = O) 

transition was achieved by increasing the maser 
gain through the use of a higher Q cavity than with 
the earlier oscillator. The new microwave cavity is 
vacuum-tight. 

The vacuum cavity is made of copper-plated 
stai'nless steel type 304. Tests indicate that 
neither copper nor stainless steel react signifi
cantly with rubidium vapor at temperatures up to 
250°C. The cavity is designed to operate in the 
TE 2 mode and has an unloaded Q of approxi0 1 
mately 50,000. Thus, the cavity has a Q about 
two times as high as the TEoll cavity used in the 
previous maser oscillator. The higher Q is achieved 
by using the higher mode configuration and by the 
elimination of the glass cell used to contain the 
Rb87. The glass cell lowered the cavity Q .  

The salient features of the cavity are shown in 
Figure 14--6. The cavity can be tuned over a 
range of ±3 Me/sec by means of a flexible mem
brane at one end. Pumping light is admitted 
through the other end, where the cavity is ter
minated by a perforated end plate and a stainless
steel-to-glass feather-edge seal. The microwave 
port, which is designed for approximately 20 
percent coupling to the transmission line, is 
sealed by means of a mica-to-steel seal. Although 
this seal is magnetic, it is far enough removed 
from the cavity so that the maser performance is 
unaffected. The evacuated glass cylinder placed 
between the perforated end plate and the glass 
window prevents absorption of pumping light by 

' 
rubidium vapor, which would be there in the 
absence of the cell. The rubidium is distilled into 
the cavity through the side arm shown in the 
figure. All vacuum seals are made with annealed 
aluminum O-rings. 

Self-sustained maser oscillation is observed at a 
cavity temperature of about 50°C. The oscillator 
power output is approximately lO-JI W and is 
limited by the intensity of the pumping light. In 
the present system, pumping is done from one 
end only. Furthermore, there is a considerable 
distance between the pumping light and the 
active portion of the cavity. More intense pumping 
light and design improvements should raise the 
output power to lO-IO W, or higher. Simple esti
mates indicate that it may be possible to increase 
the power output to lO-8 W. In the earlier mag
netically shielded maser, the optical pumping 
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efficiency was higher and the power output was 
10-10 w. The high power output of this maser will 
insure better short-term stability than is obtain
able from any other existing frequency standard. 

Calculations by Dr. R. Vessot, presented in an 
earlier paper at this conference (These Proceedings, 
paper 10), show that the rubidium maser may 
have a short-term stability two orders of magni
tude better than the present hydrogen maser. 

There are three important factors which limit 
the long-term stability of the rubidium maser os
cillator : (l)t he temperature-dependence of the fre
quency shift resulting from the presence of the buf
fer gas, (2) the temperature-dependence of the 
cavity frequency and consequent line pulling, and 

(3) the light shift. Calculations show that a long
term stability of 1 part in 1012 is possible. 
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1 5. MEASUREMENTS OF SHORT- TERM 
FREQUENCY STABILITY USING MICRO

W AVE PULSE- INDUCED EMISSION 
M. ARDITI 

ITT Federal Laboratories 

Nutley, New Jersey 

Measurements of short-term frequency stability of microwave signals can be simplified if a 
source of good short-term stability can be used for comparison. Microwave pulse-induced emission 
in the alkali vapors can provide such a signal for periods of 10 to 20 msec. The short-term frequency 
stability of such a signal in a rubidium gas cell has been measured at 6834 Mc by beating two 
nearly identical gas cells against each other. A pho

a 
tographic method was used to measure the 

period of the beat frequency over periods of time of few milliseconds. The results of the measure
ments show that the short-term frequency stability was as good, or better, than the resolution of 
the method-in this case : 1 part in 109 for periods of measurement of 1 millisecond. The microwave 
pulse-induced emission signal from the rubidium cell also was used to measure the short-term fre
quency stability of microwave signals produced from cryshl oRcillators and varactor harmonic 
generators. The results of the tests indicate that such signals can be relatively free of phase in
stability, even for such large multiplication factors. 

In some modern airborne radar, the require
ments for a stable microwave frequency source are 
such that the stability is needed only for a very 
short time corresponding to the two-way propa
gation time of the radar signal. The need arises, 
then, for a method of measuring short-term 
frequency stability of a microwave source for 
periods of the order of milliseconds, for example. 

The methods of measurements arc simplified. if 
a source of microwave signal of very good short
term stability can be used for comparison with the 
radar source. 

Stable sources of microwave energy can be 
obtained with stable crystal oscillators and well
designed multipliers and varactor harmonic gen
erators, with spin oscillators, with masers, or with 
klystrons phase-locked to crystal oscillators or to 
masers. 

The remarkable spectrum purity of the micro
wave oscillation from ammonia or hydrogen 
masers has been reported in the past (References 
1 and 2) . In this paper we will study the fre
quency stability of microwave pulse-induced 
emission in alkali vapor. Like the masers, the 
pulse-induced microwave emission does not re-

177 

quire any feedback to lock a crystal oscillator 
to all atomic resonant frequency ; and, conse
quently, the "hort-term frequency stability is 
not limited by the time constant in the feedback 
loop circuit. 

The microwave pulse-induced emission is rel
atively easier to obtain than maser action because 
it does not require population inversion or atomic 
; 'eam separation, or to satisfy the threshold 
l:olldition for self-sustained oscillation ; and it is 
applicable in a wide range of microwave fre
quencies from 1420 Mc for hydrogen, to 1771 Mc 
for sodium, 3035 Mc for rubidium 85, 6834 Mc for 
rubidium 87, and 9192.6 Mc for cesium, for 
example. The pulse-induced emission signal also is 
less sensitive to frequency-pulling by the tuning of 
the cavity than the maser signal and consequently 
is less susceptible to short-term frequency in
stabilities due to mechanical vibrations. However, 
the microwave pulse-induced emission signal is 
damped by relaxation processes within a rel
atively short time ; and special techniques must be 
adapted to use this signal for the measurements of 
the short-term stability of crystal oscillators and 
multiplier rhains--or other sources of microwave 
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oscillations. Before describing the methods used 
for these measurements, a brief description of the 
characteristics 

87 

of microwave pulse-induced emis
sion in alkali vapors will be given. Although rubi
dium will be considered more particularly, the 
discussion applies also to other alkali metals such 
as hydrogen, sodium, or cesium. 

MICROWA VE PULSE-INDUCED EMISSION 

A comprehensive article on microwave pulse
induced emission has been published by Dicke 
and Homer (Reference 3).  

In the ease of the microwave pulse-induced 
emission in an alkali vapor, optical pumping 
(Refercnee 4) is applied to a rubidium cell, for 
examplc, to produce a greater differenee in the 
populations of the F = 2 and F = 1 hyperfine levels 
in the ground state. The f).F = 1, 0-0 transition is 
used because of its relative insensitivity to 
magnetic field. The eell is contained in a micro
wave cavity, and a short pulse of microwave 
energy at the resonance frequcney of a microwave 
hyperfinc transition is applied to the eavity. At 
the end of the exciting pulse, the pulse-indueed 
emission from the atoms radiating in the eavity is 
deteet!'d in a mi(·rowave superhet cl"Odyne re
ceiver. It is not evpn neeessary that t he microwave 
frequency of the exeiting pulse should be exaetly 
at the resonance frequency since, if the pulse 
length Tp is sufficiently short and the spectrum 
sufficiently broad, there will he enough energy at 
the resonance frequency to induee the transition. 

Signal Power 

For a low pulse repetition rate, it can be shown 
(Referrnce 3) that there is an optimum in the 
length of the exciting pulse T p for maximum 
induced emission power. This has been checked 
experimentally, as shown in Figure 15-1 where 
the all plit de of the microwave pulse emission 
signal just 

l u
after the end of the exciting pulse has 

been ploUed as a function of Tp. In most experi
ments, 

e for 

the 

the 

smallest value of T p is chosen ; and 
normally this eorresponds to value'S of 1 to 
mse cells used . 

5 
J t, has 

t IlP 
heen noticed also that for a given length 

of Tp amplitude of the pulse-indueed emission 
signal is a maximulll for several frequencies of the 

exciting microwave, centered around the resonant 
frequency and separated by liT p, with a maxi
mum maximorum of the amplitude at the reson
ance frequency. 

The pulse-induced emission power radiated from 
the microwave cavity is given approximately 
(Reference 3) by Equation 1 .  

W�1I"(nl - n )2VQowiJ.Ll l i2(fiw/2kTo)2, (1 )  2 2

where in2- nli represents the number of  atoms per 
cm3 of the excess population of two energy levels 
between which the transition takes place, V the 
volume of the cavity, and Qo the unloaded Q of 
the microwave cavity. 

This assumes, when the gas is excited by a 
microwave pulse, that the memory of the phase of 
previous pulses has been destroyed by some 
relaxation mechanism. For sufficiently long inter-

1.0 

0.5 

-3 �IO SEC. 

30 40 

FIGURE 15-I.-Amplitude of emitted signal at end of 
exciting pulse as It function of pulse size. 
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vals between pulses, thermal relaxation would be 
enough ; but even for shorter pulse intervals a 
strong relaxation could be obtained if a pulse of 
resonant light is used before each microwave 
exciting pulse-because then the rubidium atoms 
are raised to excited states, with almost complete 
disorientation of the spin system and with a 
resulting 

H 

loss of the phase memory of the pre
ceding pulse. 

Equation 1 is applied to the case of a rubidium 
cell optically pumped, in the best conditions, a 
power between 10-11 and 10-12 watt could be 
expected from the pulse-induced emission. This 
also has been checked experimentally ; and, since 
this is not a large power, sensitive receivers and 
filter techniques are necessary to make full use of 
this power. 

Relaxation Processes 

The calculations of the power expressed in 
Equation 1 assume that the component of the 

FIGURE 15-2.-Relaxation of emitted signal produced by 
light from optical pumping; (a) continuous illumination, 
(b) pulse of light terminated before end of exciting pulse. 

macroscopic dipole moment in the direction of the 
exciting field is constant. Actually this power is 
damped by several relaxation processes, such 
as : the relaxation produced by spin exchange in 
collisions between rubidium atoms, the relaxation 
due to collisions between the rubidium atoms and 
the buffer gas atoms, the relaxation due to 
collisions between rubidium atoms and the wall of 
the cell, the relaxation due to the light used in 
optical pumping if continuous illumination of the 
cell is used, and the relaxation due to magnetic 
field inhomogeneities. A discussion of these various 
relaxation processes is beyond the scope of this 
paper but can be found in a number of papers 
recently published (Reference 5) .  

As an example, in the case of the IlF = 1 ,  0-0 
transition in rubidium, the relaxation produced by 
the light is shown in Figure 15-2, which is a 
photograph of the exponential decay of the 
pulse-induced emission signal : In (a) , the cell is 
under continuous illumination ; and, in (b) , the cell 
receives a pulse of light which is terminated 
before the end of the microwave exciting pulse so 
that the atoms relax in the dark. It can be seen 
that in this case a much larger relaxation time is 
obtained. Also by pulse-exciting the lamp used 
for the resonant light, a somewhat better optical 
pumping efficiency is obtained, resulting in a 
larger signal for the microwave pulse-induced 
emission than with continuous illumination. 

As an order of 
= 

magnitude, and again for the 
case of the IlF 1 ,  0-0 transition, relaxation 
times of the order of 10 to 20 milliseconds can be 
obtained in a rubidium vapor cell filled with neon 
as a buffer gas at a pressure of about 10 Torr, in a 
temperature range from 45° to 30°C. Somewhat 
longer relaxation times could be obtained with 
coated cells without buffer gas (Reference 6) , but 
data are lacking for the signal-to-noise ratio of 
the detection of the pulse-induced emission 
such cells. 

III 

Frequency Stability 

Long-term frequency stability 

For a given cell, at a fixed temperature and 
fixed ambient magnetic field, the frequency of the 
pulse-induced emission signal of the 0-0 trans
ition is very stable. The long-term frequency 
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stability of the emitted signal has been checked 
experimentally in the following way :Referring to 
Figure 15-3, a rubidium vapor cell containing a 
buffer gas is enclosed in a microwave cavity 
operating in the TEoll mode. The cavity is excited 
by a pulse of microwave energy at a frequency 
near the resonance frequency of the 0-0 transition. 
This microwave energy is produced from a rela
tively stable crystal oscillator and multiplier chain 
up to 60 ::\Ic and varactor harmonic generation up 
to 6834 Mc. In the multiplier chain a gated 
amplifier, controlled by a pulse unit, permits the 
microwave energy to be delivered in pulses of 
known timing and duration. The same pulse unit 
controls the RF oscillator of the lamp used for 
optical pumping, so that the light is cut off during 
the detection of the pulse-induced emission signal. 
This detection is made with a microwave super
heterodyne receiver, with double mixing to reduce 
the bandwidth of the receiver and increase the 
signal-to-noise ratio of the detection. In order not 
to overload the receiver, a gate in the IF amplifier 
cuts off the receiver for the duration of the micro
wave pulse excitation. 

The emitted signal is mixed in the receiver with 
a small signal derived from the exeiting microwave 
radiation, and the beat note is displayed with a 
broadband detector on an oscilloscope. It was 
observed that the beat frequency varies l inearly 
with the frequency of the microwave excitation, 
to an accuracy of a few parts in 1010 for measuring 
times of 30 msec, showing that the frequency of the 
emitted signal was constant to this accuracy, 
independent of the frequency of the microwave 
excitation and of the length and strength of the 
exciting pulse (Figure 15-4) . 

By using a pulse of light terminating before the 
end of the microwave exciting pulse, it has been 
found also that the frequency of the emitted 
signal is independent of the intensity of the 
pumping light, thus removing the "light-shift" 
effect (Reference 7) associated with optical pump
ing under continuous illumination. Under these 
conditions the frequency of the emitted signal 
depends only on the buffer gas pressure, the tem
perature of the cells, and the magnitude of the 
ambient magnetic field (Reference 7) .  These 
effects can be greatly reduced by proper mixtures 
of buffer gases and adequate magnetic shielding 
of the cell (Reference 8) . 

Finally, another interesting feature of the pulse-

indu�ed emission is its relative insensitivity to the 
tuning of the microwave cavity. No frequency 
pulling has been found here comparable with the 
effect 

kc 

observed in auto-oseillator masers (Ref
erence 9) . For example, a detuning by more than 
500 on each side of the cavity tuning at 6834 
Mc did not produce any noticeable frequency 
shift-none, at least, greater than a few parts in 
1010, which was the limit of accuracy of our 
measurements. A somewhat similar effect has 
been observed (Reference 10) in the molecular 
beam generator with two resonators through 
which a beam of excited molecules passes in 
series. It was observed in this case that maser 
oscillations took place in the first cavity and that 
oscillations were also excited in the second 
resonator, but that the frequency of these oscil
lations did not depend on the tuning of the 
second cavity. 

As a suggestion, this effect could be used for 
tuning a hydrogen maser in the following way : 
The signal from a self-sustaining oscillation from a 
hydrogen maser could be mixed in a detector with 
the induced emission signal from a pulse-excited 
hydrogen cell-at the same gas pressure-and 
the tuning of the hydrogen maser cavity adjusted 
until a zero beat is obtained. 

Short-term frequency stability 

Although the previous measurements of the 
frequency of the pulse-induced emission were 
made over short periods of time-smaller than 
30 msec, for example, they could not be considered 
conclusive with regard to the short-term frequency 
stability of the emitted signal because it would 
have been difficult to ascertain the part due to 
instabilities in the crystal oscillator and multiplier 
chain used for comparison . For this reason, the 
short-term stability was measured by eomparing 
the pulse-induced emission signals produced by 
two nearly identical gas cells pulse-exeited by the 
same oscillator. 

The experimental setup is shown in Figure 
15--5. A beat signal is obtained at the output of the 
receiver and can be detected with a broadband 
detector or passed into a narrow-band receiver 
and then detected (Figure 15-6) . In this latest 
case, some care should be taken in the measure
ments because a transient produced by the pulse 
in the narrow-band amplifier could be super
imposed on the emitted signal and thus could 
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reduce the accuracy of the measurements ; this 
transient should then be sufficiently short com
pared with the total time available for the 
measurement. This effect puts a lower limit on the 
bandwidth of the receiver. 

The frequency of the beat signal can be meas
ured in a number of ways. For example, an elec
tronic counter with a period-measuring device 
can be used to count the number of zero crossings 
in a given time interval, or a frequency dis
criminator or phase-detector can be used. For 
practical reasons an oscilloscope with a cali
brated time base was used here, and photographs 
were taken of a single scan corresponding to 33.3 
milliseconds total sweep time. The time interval 
between maxima or zero crossings of the beat 
signal was then determined, and the short-term 
frequency stability was determined by statistical 
analysis of the results. 

Theoretically, the short-term frequency sta
bility of masers (References 1 ,  9-1 1) or spin 
oscillators (Reference 12) is limited only by the 
intrinsic linewidth of the Fourier spectrum of the 
oscillation ; and the rms fractional frequency 
deviation for a measurement made in a time 
interval to is given by Equation 2 :  

(dw2 )1 12/WO= 0. 1 13/Ql (kT/Poto)1 12 (2) 

where k is the Boltzmann constant, T the abso
lute temperature, Po the microwave power in 
the cavity, and Qz the line Q. 

This would probably be true also in the case of 
the pulse-induced emission if the emission was not 
damped ; and, assuming for example that to= 10-3 
sec, Po = 10-12 watt, Qz = 0.25X 109, an upper limit 
for the short-term frequency stability of pulsed 
emission would be of the order of 1 part in 110 2 for a 
period of measurement of 1 millisecond. 

However, usually, the short-term frequency 
instabilities one measures are not due so much to 
the intrinsic instabilities as given by Equation 2 
but are due mostly to errors introduced in the 
measurements by the noise in the receiver used to 
detect the emitted signal. For example, in meas
uring the time interval to between two maxima or 
two zero crossings, it can be shown (Reference 12) 
that the error (dt2 )1/2 is such that 

(dt2 )1/2 = to/ p. (3) 

The error on the beat frequency is then 

(4) 

where p is the signal-to-noise ratio of the detected 
signal for the time interval considered. 

It follows that 

(df2 )1 12/f= l/fpto, (5) 

where f is the microwave frequency of the emitted 
signal, since the frequency translation through the 
local oscillator of the receiver does not change the 
frequency difference between the two signals 
giving the beat note. 

Equation 5 represents the relative error in 
frequency for a period of measurement of to 
seconds. Expressing p in terms of F, the noise 
factor of the receiver, we obtain Equation 6 :  

(dP )112/f = FkTl1f / Pofto, (6) 

where I1f represents the bandwidth of the re
ceIVer. 

Usually, the values of frequency errors given by 
Equation 6 are much larger than the values ob
tained 

X 

with Equation 2. For example, assuming 
F = 8  db, I1f= 2 X 104 cps, PO= 1O-12 watt, f= 
6.83 109 cps, the short-term frequency stability 
could not be measured with an accuracy greater 
than 1 part in 1010 for a period of measurement of 
1 msec. 

Because of the damping effects, p is not constant 
during the entire period of measurement, and 
consequently the experimental values differ some
what from the values obtained from Equation 6 ;  
but the order of magnitude i s  in  agreement, and a 
resolution of about 1 part in 109 for a period of 
measurement of 1 msec has been obtained. Some 
improvement could be achieved by using the more 
advanced methods of measurements which have 
been developed for a similar problem in the case 
of magnetometers using the proton-free precession 
method (Reference 13) .  

Experimentally, by analyzing the beat fre
quency signal from the two gas cells, during a 
period of about 15 to 20 msec, it was possible to 
detect a spurious frequency modulation at a rate of 
240 cps with a maximum frequency excursion of 
1 2  cps. This would correspond to a frequency 
excursion of about 1 part in 109 for each cell. It is 
believed that this modulation was produced by 
some stray ac field acting on the cells, since no 
magnetic shield was used on the cell operating in 
the earth's field. Such stray modulation could be 
removed easily with adequate magnetic shielding. 

In resume, the measurements show that the 
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pulse-induced emISSIOn signal has a short-term 
frequency stability comparable with, or better 
than, the resolution of the method of measure
ment (i.e. ,  of the order of 1 part in 109 for period 
of measurement of 1 msec) . 

SHORT-TERM FREQUENCY STABILITY OF A 

MICROWAVE SIGNAL PRODUCED BY A CRYSTAL 

OSCILLATOR AND VARACTOR HARMONIC 

GENERATOR 

A stable crystal oscillator (Sulzer type 51') at 
4.99 Mc, followed by a multiplier chain up to 
60 :Mc and varactor harmonic generator up to 
6834 1\le, was used to produce a microwave signal 
near the frequency of the rubidium resonance. This 
signal was mixed with the microwave pulse
induced emission signal in a receiver, and the beat 
frequency was analyzed to determine the short
term frequency stability. 

The 
ways

In 
common 

ajirst 

measurpments 

method, 

were carried out in two 
: 

the crystal oscillator served as a 
soun�e for both the microwave exeitation 

produeing the pulse-induced emission signal and 
the microwave signal to be compared in the 
recmvpr. 

In a an independent oscillator 
was used 

second 
to produ(,e 

method, 
the pulse-induced emission 

signal ill the cell, and a continuous microwave 
signal derived from the Sulzer oscillator was com
pared in the re(,eiver. 

In the first method there is a synchronization 
between the phase of the pulse-induced emission 
signal and the phase of the microwave exciting 
signal, which makes it easier to deteet any 
frequency modulation of the oseillator and multi
plier chain, being tested. 

In the second method no such synchronization 
exists, and only a detailed statistical analysis of 
the mcasurements of the time interval between 
maxima or zero crossings can give the short-term 
stability information. 

The following experimental results were ob
taiIH'd : 

The Sulzer oscillator model 5P was preliminary
tes(.pd Ilsing a method similar to the one described 
in Rderen(�e 14 but using a period counter instead 
of a frequpncy dis(,riminator. The standard for 

comparison was a Varian rubidium frequency 
standard model V-4700A. The standard deviation 
of the frequency was found to be 5 parts in 1011 for 
periods of 1 sec and 1 part in 1011 for periods of 
measurements of 20 sec. Since these values 
include the instabilities of the rubidium standard, 
the stability of the Sulzer oscillator for periods of 
1 sec was probably better than 3 parts in 1011. 

Using the first method of measurements, the 
short-term stability of the oscillator was found to 
be of the order of the resolution of the method 
(i .e. ,  about 1 part in 109 for periods of measure
ment of 1 millisecond) . A small frequency modu
lation at 60 cps of less than 5 parts in 1010 was 
barely detectable. 

When frequency modulation is present in the 
signal to be measured, the distance between 
maxima or zero crossings is not constant for the 
various cycles of the beat signal. This can be 
determined on the photographs of the CRT 
display, but a convenient method of making the 
measurements is to adjust the sweep of the CRT 
in such a way that the end of the emitted signal is 
superimposed--on the CRT screen-with the 
beginning of the signal. This is shown in Figure 
15--7, where in (a) the beat signal is displayed in 
the conventional manner-showing one full scan 
of the signal, and where in (b) the sweep of the 
CRT is adjusted in such a way that the maxima 
and minima at the beginning and at the end of 
the emitted signal are superimposed. This super
position of the signals depe'lds 011 the relative 
frequencies of the microwave excitation and the 
microwave-cmitted signal ; and, by changing the 
frequency of the crystal oscillator, one can move 
continuously the pattern corresponding to the 
beginning of the emitted signal with respeet to the 
pattern corresponding to the end of the emitted 
signal. This is shown in Figure ] 5-7 (e) and (d) , 
and the frequency change necessary to l l Iove one 
maxima to a minima corresponds to the pulse rate 
of synchronization-30 cps in this partieular case. 
It is possible to adjust the superposition to 
better than 5 cps at 6834 Mc. In one set of 
llIeasurements, using a manual setting of the 
oscillator through visual observation of the scope 
pattern, the standard deviation of the resettings 
was better than 5 parts in 1010. (l1widentally, this 
is a very convenient way to adj ust, the frequency 
of an oscillator to various given values, separated 
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by 30 cps at 6834 Me, with a high degree of 
precision. ) 

With this technique it is possible by examination 
of the coincidence between maxima to detect a 
frequency modulation of a few paris in 1010 for 
periods of measurements of 10 msec. Figure 
1 5-7(e) shows, for example, the pattern obtained 
when a 50-cps frequency modulation was applied 
to the crystal oscillator through a varicap. When 
the modulation frequency does not correspond to 
an integer of  the sweep scan frequency, the 
synchronization is lost and a fuzzy picture�more 
difficult t o  interpret�is obtained [see Figure 
15-7(f)] .  

With the second method of measurements, the 
statistical analysis of the histograms of the time 
intervals between maxima or zero crossings gave 
essentially the same results as the first method. 

In resume, these measurements show that a 
stable crystal 
50 
up 

Me, followed 
to 6834 

signal of very 
Me, 

oscillator and multiplier chain up to 
by a varactor harmonic generator 

can be used to obtain a microwave 
good short-term stability (i .e . ,  

better than 1 part i l l  109 for I msec) .  These results 
are in agreement with similar observations pre
viously reported and obtained by different tech
niques of measurements (Heferences 2-15) . 

CONCLUSIONS 

The measurements of the short-term frequency 
stability of the microwave pulse-induced emission 
in alkali vapors show that this signal has a 
stability of 1 part in 109, or better, for period of 
measurement of 1 msec. This microwave signal 
could be used advantageously in Doppler radar 
and for the measurement of the short-time sta
bility of other microwave sources. 
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Microwave signal sources, used as local oscillators and transmitter chain exciters in many of 
today's high-performance cohcrent tracking and guidance radars, require very low residual fre
quency or phase modulation. The modulation rates of the residual modulation of interest for these 
radars extend from 10 cps on out to 150 kc/sec. In this paper, experimental data are presented on the 
residual FM of low-noise L- to X-band tubes, "solid-state klystrons," and solid-state chains. The 
tube types include klystrons, magnetrons, and triodes. Data are presented on solid-state chains of 
the type consisting of a VHF crystal-controlled transistor oscillator, followed by a VHF transistor 
power amplifier and a varactor frequency multiplier chain. The spectral shape of the solid-state 
chain is shown to differ appreciably from those of the microwave tube sources and that of the 
solid-state klystron. The relation between the various parameters of the chain-such as the crystal 
Q and the amplifier noise figure, and the magnitude and spectral shape of the residual FM of low
noise solid-state chains-are discussed. 

Papers in Session I of this Symposium (Refer
ence 1 )  have indicated that adequate definition 
of frequency stability requires a description of the 
spectrum of the signal source. Experience of the 
Raytheon Company with both microwave tube 
and crystal-controlled solid-state chains has given 
emphasis to this requirement, since the spectral 
shapes of these two types of sources are very 
different-a fact which is lost when stability is 
measured in the time domain with averaging 
intervals of tenths of a second or longer. 

This paper will present data showing the state 
of the art of low-noise microwave signal sources. 
We will concern ourselves with residual FM at 
modulation rates of 10 cps to 150 kc/sec, that is, 
with that portion of the spectrum extending from 
10 cps to 1 50 kc/sec from the carrier. The first 
section of the paper will deal with low-noise 
klystrons, magnetrons, and triodes ; the second 
section will include data on solid-state chains and 
"solid-state klystrons" and will delineate com
parisons where appropriate. For some devices, 

*Bedford, Mass. 
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mention will be made of the extent to which corre
lation exists between theoretical noise models and 
experimental data. 

The topic of experimental techniques and equip
ment will not be discussed, since the subject is 
amply covered in the first paper of Session II of 
this Symposium (Reference 2) . However, a VHF 
discriminator will be discussed, since it is not 
covered elsewhere. Most measurements were made 
using either a dc Pound discriminator, a carrier 
nulling microwave bridge discriminator with IF, 
or the Allscott Noise Measuring Equipment. 

TUBES 

The two-cavity klystron is the source with the 
lowest FM noise for RF frequencies at S-band or 
higher, and for noise modulation frequencies above 
1 or 2 kc/sec. Figure 1 6-1 shows data on the 
Raytheon QKKlI06 and the Sperry SOX-239 
klystrons ; both of these tubes produce greater 
than I-watt output. The spurious FM decreases 
from about ! cps per kc/sec at 1 to 2 kc/sec from 
the carrier, to about 0.2 cps per kc/sec at 100 
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FIGURE 16-1.-FM noise low-power two-cavity klystron. 
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kc/sec from the carrier. Manufacturer's data on 
the Varian VA-5 14, a tube similar to those above, 
indicates roughly the same FM noise. 

Life test noise data on a Raytheon QK896, a 
50 to t OO-watt two-cavity klystron i s  shown in 
Figure 1 6-2. The FM noise is about the same as 
that of the lower power tubes, as is  indicated by 
the photographs of noise with a Panoramic ultra
sonic analyzer IF bandwidth of 1 kc/see. The 
Varian 572 is another two-cavity klystron having 
similar power output and noise performance. 

A summary of FM noise of typical low-noise 
tubes is given in Figure 1 6-a. They are all charac
terized by a rapidly changing deviation below 5 
kclsec and a relatively flat deviation above 20 
ke/see. The noise of the TRAK, model 9186-1 01 7, 
triode oscillator (using a 791 0  triode) ; the Varian 

PANORAMIC 
MOGEL 18,...;-7+.Z.:::..;;,;:;.:::;;;:::.:.;:,;....;::;::;;_ ....... _ 1.0 

FIGURE 16-2.-QK896 No. 1499 FM noisr 1(}-70 kcs (O.!l cps full scale). 
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FIGURE 16-3.-Comparative FM noise spectra of tubes. 
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I-watt reflex klystron; and the Raytheon QK410B
magnetron are about the same : 5 to 10 cps per
kc/sec at 1 kcps from the carrier, decreasing to
1 to 4 cps per kc/sec at 100 kc/sec from the 
carrier. The spurious FM of the VA-517 as shown 
has been discussed. The figure also shows what 
has been achieved with passive cavity stabiliza
tion. The data on the stabilized SOX -239 were 
obtained from sales literature (Reference 3 )  ; the 
stabilized reflex is the I-watt tube shown at the 
top. 

FM noise measurements have been extended 
down to 100 cps and up to the megacycle region 
on some of the tubes discussed ; the noise continues 
to rise at low frequencies and remains relatively 
flat at high frequencies. Also, for a given tube 
type, noise has been found to be relatively inde
pendent of microwave frequency. 

The .50-watt two-cavity klystrons have been 
tested under 1-g vibration, and the noise increases 
to a few hundred cycles coherent with the vibra
tion frequency in the 500 to 2000 cps region. 

For applications requiring lower noise than that 
shown in  Figure 16-3, Raytheon has employed an 

 
 
 

active degeneration technique, with a microwave 
discriminator and the transmitter in a closed-loop 
system. 

FM 
The photographs of Figure 16-4 show 

the noise of three such transmitters. Full 
scale is 0. 1 cps (i .e. ,  noise is of the order of 0.01 
cps per kc/sec. 

SOLID-STATE SIGNAL SOURCES 

During the past two to three years there has 
been an increasing use of solid-state microwave 
sources as local oscillators and transmitter chain 
exciters in radar systems. The design of solid
state sources is a relatively new and evolving art, 
made possible by the relatively recent develop
ment of high-power, very high frequency transis
tors and efficient varactor diodes. 

Solid-state sources fall into two broad categories. 
In one category can be placed those sources which 
have been called the solid-state chain type. These 
sources, in most cases, use a VHF crystal-con
trolled transistor oscillator, followed by a VHF 
transitor power amplifier and a varactor frequency 
multiplier chain of high overall order of multiplica-



FIGURE 16-4.-FM noise (2-70 kc) of three transmitters (0.1 cps full scale) . 
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tion. Today it is entirely possible to construct 
solid-state sources of this type capable of deliver
ing up to 250 mw with 2 to 3 percent of bandwidth 
at X-band ; 750 mw with 5 to 7 percent bandwidth 
at C-band ; and 3 watts and higher, with up to 
10 percent bandwidths at L-band. An increase in 
power output efficiency and bandwidth can be 
expected (in some cases, it has already been 
achieved) with further development of these 
devices. 

In the other category can be placed those solid
state sources which have been called solid-state 
klystrons. The solid-state klystron is a relatively 
new device, presently marketed by three manu
facturers: Western Microwave Laboratories, 
Fairchild Semiconductor, and Frequency Sources, 

Inc. Western Microwave has coined the trade 
name "Solistron" for their units. 

Published circuit information on these devices 
is very limited, since all three manufacturers have 
kept this information proprietary. It is generally 
considered, however, that these devices use a 
transistor (s) oscillating at substantial power levels 
in the 1 to 2 Gc/sec region, which is followed by 
a one or two-stage varactor or step recovery 
diode frequency multiplier. These devices can be 
made very compact and lightweight, and can be 
powered from low-voltage (24-28 volts dc) sup
plies. Typical power outputs for the solid-state 
klystrons presently being marketed range from a 
few watts at L-band to 10 milliwatts at X-band. 
Some of the units can be voltage-tuned by as 

ORIGINAL PAGE IS 
OF POOR QUALITY 

... -+---+-.-... BIAS VOLTAGE 
POWER OUT 

1 5 v  
20 mw 
1 266 Mc/s 
1 0  cps 

+ 
� 
• 0 
o 
• 

+ � 
. ' " I -

�_+----1 0.' L 
I 
• 

�1--+-+_-i . 4  

--+"--<�-+-� ... L 
I 
• 

...... -.-+--+-+--t ... 

RF FREQUENCY 
FULL SCALE 
VAR. BAND PASS 
INTEGRATED NOISE 
SWEEP WIDTH 
CENTER FREQUENCY 

BIAS VOLTAGE 
POWER OUT 
RF FREQUENCY 
FULL SCALE 
VAR.  BAND PASS 
INTEGRATED NOISE 
SWEEP WI DTH 
CENTER FREQUENCY 

FIGURE 16-5.-8olid-state klystron spectra. 

1 . 7 - 200 kc/sec 
80 cps rms 
200 kc/sec 
1 00  kc/sec 

1 5 v  
27 mw 
1 266 Mc/s 
5 cps 
1 . 7 - 200 kc/sec 
3 cps rms 
200 kc/sec 
1 00  kc/sec 



194 SHORT-TERM FRE

FIGURE 16-6.--FM noise of C-band solid-state klystron 
(Fairchild MSll). 

QUENCY STABILITY 

much as one-half octave. Significant increases in 
power output, efficiency, and bandwidth of solid
state klystrons arc expected with further develop
ment of these devices. 

SOLID-STATE KLYSTRONS 

The data for solid-state klystrons are very 
limited, primarily because thcse devices are rela
tively new. Figure Hi-fi (upper photograph) is a 
display, obtained with an ultrasonic analyzer, of 
the noise spectra of a Western Microwave L-band 
"Solistron. "  The sweep width of the display is 
200 kc/sec, centered at 100 kc/sec. On this range 
the analyzer had a resolution of approximately 
2 ke/sec. Full· scale deflection corresponds to a 
frequency deviation of 10 cps. 

The L-band "Solistron" had a power output on 
the order of 20 mw and exhibited a spectra having 
decreasing deviation ( I:.j) with increasing modula
tion frequency (frequency from carrier) . The 
integrated noise of the 200 kc/sec swept band was 
80 cps rms (noise below 1 .7 kc/sec was filtered 
out) . 

An unusual feature of the L-band "Solistron" 
was that, at a particular position of the fine tuning 
control, an appreciable reduction in the FM noise 
.could be achieved. The analyzer display for this 
particular condition is shown ill the lower photo
graph of Figure 1 (Hi. The integrated noise under 
this condition was a cps rms. 

Figure 16-6 presents FM noise data in the 
modulation frequency range of 1 to 200 kc/sec 
of a C-band solid-state klystron. The data, kindly 
furnished by the manufacturer, are for the 
Fairchild MS 1 1 1  solid-state klystron. The MS 1 1 1  
i s  a mechanically tuned unit covering the fre
quency range 5.9-6.4 Gc/sec. It provides 20 milli
watts of output power over this range. The device 
consists of a transistor oscillator/doubler and a 
X4 diode multiplier. The MS 1 1 1  displays an 
FM noise spectrum shape typical of solid-state 
klystrons. The frequency deviation, as measured 
in a 1 kc/sec bandwidth, is approximately 10 cps 
(rms) at 2 kc/sec from the carrier and decreases 
to approximately 3 cps (rms) at a modulation 
frequency of 100 kc/sec . 

SOLID-ST A TE CHAINS 

The FM noise of solid-state sources of the chain 
type has been investigated both theoretically and 
experimentally. Figure 16-7 presents the meas
ured FM noise data of an X-band low-noise chain 
developed at Raytheon. This source has undergone 
considerable development over the past two years 
and possibly represents the lowest FM noise 
achieved to data in X-band solid-state sources. 

The frequency deviation at X-band, as meas
ured in a 1 kc/sec bandwidth, is 1 .0 cps (rms) 
at 1 kc/sec modulation frequency, dips slightly, 
and then rises to approximately 2.:� cps at 100 kc . 
This chain illustrates a distinctive feature of the 
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FIGURE 16-7.-FM noise of X-band solid-state chain. 
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chain-type sources : that of a rising deviation with 
increasing modulation frequency, as contrasted 
with a falling �fwith increasing FM, characteristic 
of microwave tubes and solid-state klystrons. 

The X-band source is comprised of a VHF 
oscillator and buffer, a four-stage VHF transistor 
amplifier, and a varactor frequency multiplier con
sisting of two doublers, two quadruplers, and a 
final doubler. A block diagram of the X-band 
source is shown in Figure 16-8. 

The 80-Mc/sec crystal oscillator is a modified 
Clapp circuit using a type 2N2808 transitor. The 
oscillator and buffer amplifier are housed in a 
component oven to achieve good long-term fre
quency stability. The power amplifier, which 
delivers 5 watts, consists of two 2N2224 amplifier 
stages driving two cascaded class "C" power 
amplifier stages using 2N2887 transistors. 

The amplifier and multipliers were purposely 
designed to have better than 2.5 percent fixed 
tuned bandwidth, so that any frequency in this 
band could be selected simply by changing crystals 
in the oscillator. No attempt was made to achieve 
better FM noise performance by band-limiting in 
the amplifiers and multipliers. 

A simplified FM noise model for the solid-state 
chain, presented in Appendix A, explains the 
spectral shape of the FM noise. The FM noise 
contribution from the oscillator (at chain output) 
as given by Equation A4 of Appendix A is 

�f= NBx (KT/Pcx) 1/2 
( rms cps per cycle of bandwidth) , 

FIGURE 16-8.--X-band solid-state source. 

where 

N = 
Bx 
T 

= 
multiplier chain multiplication factor, 
loaded crystal bandwidth in cps, 

= equivalent noise temperature in degrees 
Kelvin of parallel conductance of crystal 
tank circuit, 

Pcx =crystal signal power in watts. 

The FM noise contributed by the amplifier 
(at chain output) is given by Equation A6 in 
Appendix A :  

�f =Nfm(K Ta/ Pea) 1/2 
(rms Cps per cycle of bandwidth) ,  

where 

fm = modulation frequency (frequency from 

Ta 
carrier) 
= 

in cps, 
FTo where F is amplifier noise figure; To 

Pca 
is 
= 

293°K, 
carrier power at input to amplifier. 

A comparison of Equation A6 with Equation 
A4 reveals that the contribution of �f from the 
oscillator is independent of fm" whereas the con
tribution from the amplifier 1m. 
For large values of 1m, 

is proportional to 
the amplifier contribution 

will be predominant, and �1 will increase linearly 
with fm until limited by amplifier or multiplier 
bandwidth. 

The total chain FM noise can be calculated by 
suitably combining the oscillator and amplifier 
noise contributions. A plot of the calculated chain 
FM noise is shown along with the measured data 
for the X-band source in Figure 16-7. The follow
ing measured or assumed parameters were used 
in calculating the total FM noise : 

F = 1O db, 

Tosc = 2930oK, 

Pex = 10- 3  watt, 

Pca = 10-2  watt, 

B x = 4000 cps. 

The shapes of the calculated curve and the 
measured curve are in reasonable agreement, con
sidering the number of simplifying assumptions 
that were made in the noise model. Closer absolute 
agreement between measured and calculated data 
would result by assuming a higher oscillator effec-



FIGURE 16-9.-L-band multiplier chain noise spectrum (0-500 cps). 
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tive noise temperature or larger loaded crystal 
bandwidth. 

FM noise data very close to the carrier (below 
500 cps) on solid-state chains are very difficult 
to obtain. Figure 16-9 presents what limited data 
are available on an L-band chain for modulation 
frequencies below 500 cps. The L-band unit uses 
a Valpey Crystal Corp. oscillator and a Micro
wave Associates' mUltiplier and amplifier which 
were built to Raytheon specifications. The source 
delivers 2 watts at L-band. 

The spectral plot shown in Figure 1 ()-9 , taken 
with an analyzer having a bandwidth of about 
1 .2 cps, covers the modulation frequency range 
from approximately 1 cps to 500 cps. The large 
coherent signals are pickup at 60 and 400 cps, 
which are suspected to be mostly from the test 
equipment (the source operated from 60 cps ; the 
test equipment from 60 cps, 400 cps, and bat
teries) . The spectral plot is presented primarily 
to show the rapid increase in 6.f as the carrier is 
approached. 

CONCLUSIONS 

This paper has presented FM noise data on a 
wide variety of low-noise microwave signal sources. 
At C- and X-band, under nonvibratory operation, 
two-cavity klystrons are capable of providing a 
carrier with FM noise of less than 0.5 cps (rms) 
per kc/sec bandwidth at 1 kc/sec modulating 
frequency, decreasing to 0.2 cps (rms) per kc/sec 
at 100 kc/sec. The measured FM noise of typical 
low-noise triodes, magnetrons, reflex klystrons, 
and solid-state klystrons at C-band and above is 
presently about one order of magnitude higher. 

Data have been presented on the FM noise 
performance of an X-band crystal-controlled 
solid-state chain specifically designed for low 
noise. This source is capable of providing a carrier 
with FM noise less than 1 cps (rms) per kc/sec 
at 1 kc/sec modulating frequency, rising to 2.3 
cps (rms) per kc/sec at 100 kc/sec . 

The low-noise tube sources exhibit an FM noise 
spectrum which has a deviation (6.f) which ini
tially decreases with increasing modulation fre
quency and then subsequently becomes constant. 
The FM noise of low-noise tube sources from S
to Ku-band has been observed to be relatively 
independent of carrier frequency. 

The solid-state chains for which data have been 
presented exhibit a deviation which initially de
creases with increasing modulation frequency, 
passes through a minimum, and then increases at 
a rate approximately 6 db per octave at frequencies 
well removed from the carrier. The FM noise 
deviation for solid-state chains is dependent 
directly on N, the multiplier multiplication ratio, 
and will decrease with decreasing carrier frequency. 
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APPENDIX A 

Simplified Model for FM Noise in Solid-State 

Chains 

The basic diagram of a solid-state source con
sists of three significant blocks, as shown in 
Figure I6-A l .  A stable crystal-controlled transis
tor oscillator generates the basic frequency, which 
is amplified to a suitable power level by a one 
or more stage amplifier. The output of the am
plifier is applied to a multiplier chain consisting 
of a series of efficient varactor multiplier stages. 
The oscillator frequency and the overall multi
plication factor of the chain are chosen to provide 
the desired output frequency. 

FIGURE 16-Al .-SoJid-state source. 

MICROWAVE 
OUTPUT 

Each of the basie blocks is signifieant in deter
mining the FM noise at the output, and each 
will be examined separately. 

Oscillator FM Noise 

The problem of noise in oscillators has been
examined by a number of investigators-among
them Stewart (Reference 4) , Edson ( Reference 5) , 
and Mullen (Reference 6) . All three authors have 
analyzed the effects on self-excited oscillators of 
broad-band noise, such as shot or thermal noise, 
at or near the oscillator 

& 

frequency. Stewart has 
restricted his analysis to FM noise in oscillators, 
whereas Edson Mullen have treated both the 
AM and FM noise cas£'. 

Following Edson, in Equation 68 in Rderence 
5, the square of the FM noise voltage spectrum 
from the oscillator is given by 

2kTG V 22 (W) = T� 2{; Ck T /2P(2) 2+4C2(WO - W) 2 

effective volts2/cycle, (AI )
where 

k = Boltzmann constant, 1 . :38 X lO-23, 
G = equivalent parallel conductance of crystal 

tank circuit, 

 
 

 

T = equivalent noise temperature in degrees 
Kelvin of conductance G ;  the noise con
tributed by active elements in oscillator 
have been lumped with thermal noise gen
erated in crystal tank circuit, 

C = capacitance of crystal tank circuit, 
Wo = short-term average frequency of oscillation 

in radians/see, 
w = variable angular frequency, 
P = total power generated in crystal, 
Q = crystal-loaded Q. 

In the range of frequencies I to 200 kc from carrier, 
and for the range of parameters which will be 
considered, the first term in the denominator is 
negligible with respect to the second term. 

The FM noise power spectrum can be readily 
derived 

c :  

from Equation Al by multiplying through 
by G and making an appropriate substitution for 

P8x = t ( K T) (Bx/fmF watts/cycle, (A2 ) 
where 

Bx = loaded crystal bandwidth in cps 
fm = ( 1/211") ( w - wo) in cps. 

The FM noise can be expressed as an equivalent 
FM deviation using the expression : 

where 

fm = 

P = 
III 
modulation rate or separation from carrier 

s 

cps, 
noise power in specified band f m cycles 
from carrier, 

Pc = carrier signal power. 

This expression, which is valid for small modula
tion index, is derived in most standard texts on 
FM theory. In this instance, whcre noise is the 
modulating signal, the assumption of small modu
lation index is certainly justifiable. 

Substituting Equations A2 in Equation A;), the 
following relation is obtained : 

df = Bx (KT / Pc",) 1 /2 
rms cps per cycle of bandwidth, (A4) 

where 
Referring 

Pcx is the crystal signal power in watts. 
to Equation A4, it is seen that the 
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FM noise contribution from the oscillator can be 
reduced by decreasing the equivalent noise tem
perature and the crystal bandwidth or by increas
ing the crystal power. This is in marked contrast 
to the criterion for long-term stable sources, which 
require minimum crystal power to reduce aging 
effects. 

Amplifier FM Noise Contribution 

The contribution of the amplifier to the FM 
noise can be calculated readily if it is assumed 
that the amplifier is linear and its gain charac
teristics are flat over the FM range of interest. 
For most solid-state sources, the first assumption 
of linear operation is not strictly valid, since the 
final stages of the amplifier are generally operated 
nonlinear for maximum efficiency. A more rigor
ous analysis of FM noise would take into account 
the effects on noise of nonlinear operation in the 
final stages. 

Referred to the input of the amplifier, the total 
noise power per cycle of bandwidth is 

Pin = K Ta watts/cycles, (A5) 
where 

Ta = F To 
and 

To = 293°K, 
F = amplifier noise figure. 

Pin can be considered as half AM and half FM 
noise. Substituting for Pin in Equation A3, an 
expression can be derived for equivalent FM 
deviation : 

rms cps per cycle of bandwidth, (A6) 

where Pca is the carrier power at input to amplifier. 
It is seen that the FM noise contribution for the 
amplifier can be reduced by improving the ampli
fier noise figure or by increasing the signal level 
at the input to the amplifier. 

Multiplier FM Noise Contribution 

The remaining significant block to be considered 
in the FM noise model is the varactor frequency 
multiplier. In passing through the multiplier, the 
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FIGURE 16-A2.-FM comparison, VHF and X-band. 

frequency deviation will be multiplied N times, 
where N is the multiplication ratio : 

This is equivalent to stating that the 
N2. 

FM side
bands (power) will be increased by 

Apart from the FM noise sideband enhance
ment in the multiplier, which is predictable, there 
are other mechanisms in the multiplier which 
could conceivably produce noise. Included in this 
category are parametric instabilities, avalanche 
breakdown in the varactors, as well as I/! and 
shot noise from forward conduction in the 
varactors. 

The problem of avalanche breakdown and para
metric 

8. 
instabilities are discussed in References 7 

and These particular mechanisms can be sig
nificant sources of noise. With proper design of 
the multiplier chain, however, they can be 
eliminated-in fact, must be eliminated if low 
noise is desired. 

An investigation was undertaken to determine 
whether there were any extraneous sources of 
noise in the varactor multipliers chains which 
would produce a significant increase in FM noise 
at the output above that predicted by the N2 law. 
The FM noise on the VHF signal at the input 
to the multiplier chain and the FM noise on the 
output were measured. A very sensitive VHF 
discriminator, which i s  described in Appendix B ,  
was 
VHF 

constructed to measure the FM noise on the 
drive signal. The measured FM noise on 

the VHF signal, when extrapolated to X-band 
using the N2 law, was in close agreement with 
the 
I6-A2 

actual measured X-band performance. Figure 
shows the experimental results. 
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APPENDIX B 

VHF DISCRIMINATOR 

A diagram of the discriminator is shown in 
Figure 16-B1.  The discriminator requires an input 
of approximately 50 mw. It consists of two sepa
rate channels with sufficient gain to provide a 
75-volt peak detected output when tuned to the 
carrier. Each channel has a bandwidth of 150 kc, 

DETECTORS 

FIGURE 16-Bl.-VHF discriminator. 

which is obtained by using helical resonators with 
loaded Q's of between 500 and 600 in each final 
amplifier plate. 

The amplifiers are set up by tuning each channel 
to carrier frequency by a peaking meter. Then, 
channel no. 1 is tuned down to put the carrier on 
its upper 3-db point, and channel no. 2 is tuned 
above carrier in a similar manner. A difference 
amplifier inverts one signal and combines them, 
thus providing a discriminator response similar to 
the one shown. The additional audio amplifier, 
which has a gain of 37 db, provides an overall 
sensitivity 

= 

of 8 = 14 millicyclcs/millivolt at 80 Mc, 
or 8' 1.8 cps/mv at "X" band. The use of a 
Hewlett-Packard type 310 spectrum analyzer 
with its 1-kc bandwidth gives millivolts in a 1-kc 
band which are readily converted to rms cycles 
in a 1-kc band. The microphonically generated 
signal from the test set limits its usefulness below 
10 kc/sec. The threshold noise was determined as 
l . 1  mv/kc (2 cps per kc/sec at X-band) by 
driving from a vacuum tube oscillator calculated 
to give less than 0.1 cps per kc/sec at X-band. 
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17. SHORT-TERM FREQUENCY STABILITY 
MEASUREMENTS OF A CRYSTAL

CONTROLLED X-BAND SOURCE* 

J. R. BUCK AND D. J. HEALEY III 

Westinghouse Electric Corporation 

Baltimore, Maryland 

A crystal controlled X-band source providing a high degree of spectral purity and 750 milli
watts power output was designed and evaluated by the Westinghouse Electric Corporation. The 
results of the evaluation revealed that, when the oscillator is built to yield high spectral purity, the 
harmonic generator and transistor amplifier can limit the attainable purity at X-band. 

Results of measurements of spectral purity when the oscillator and harmonic generator are 
subjected to vibration environment are given. 

Certain products manufactured by Westing
house require the incorporation of low-noise micro
wave signal sources. Klystron oscillators are 
capable of providing the required spectral purity 
in a laboratory environment ; but vibration effects, 
power supply ripple, and acoustical noise degrade 
the performance to unacceptable levels in vehic
ular systems. For a number of years, Westinghouse 
therefore has employed an AFC circuit invented 
by C. H. Grauling, Jr., as a means of stabilizing 
the spectrum of reflex klystrons against degrad
ation under the environmental conditions that 
are encountered. Although the AFC is entirely 
satisfactory for many applications, there are some 
systems demanding more stringent long-term 
stability than is provided by the AFC. These 
applications also, however, require the very short
term stability provided by the AFC. 

For these applications, it is natural to consider 
the use of a quartz crystal unit as the frequency
determining element. This paper describes a 
source utilizing quartz crystal control that was 
designed and evaluated by Westinghouse. 

*This paper is based on work performed in connection 
with the Bureau of Naval Weapons Contract NOw 63-
0280/di. 
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PERFORMANCE CHARACTERISTICS REQUIRED 

Crystal oscillator frequency HF 
band 

Output frequency band X 
Power level 750 milliwatts 
Long-term stability 5 X lO-5 
Short-term stability See Figure 17-1 
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;:1 .. � �'80 
o �  w ."  ll; �-90 
a:: w � -100 
a. 

r\ 
\ 

100 1000 10000 100000 FREQUENCY SEPARATION FROM CARRIER (cps) 

FIGURE 17-1 .--Short-term stability requirement. 

MECHANIZATION 

Quartz Crystal Unit 

Typical requirements are that the phase modu
lation appearing on the X-band signal at a dis-



FIGURE 1 7-2.-0scilJator circuit. 
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crete modulating frequency be less than 

radian . Our cxperience with quartz crystal un

10-4 
its 

has revealed that this req uiremcn t is difficult to 

satisfy under a vibration and acoustic cnviron

ment .  Excl uding t he ampl ificat ion of the applied 

vibration as a result of excitation of the quartz

crystal-unit mounting structurc, wc havc mcas

ured phase modulation i ndiees between 0.5 and 

3.0 degrees pCI' g at X-band for various AT-cut 

resonators operating in the H J .' and V H F range. 

Th us, to meet a 1 0-.1 radian requiremen t, the 

permissible g-level appl ied t o  the quartz plate is 

on the order of 0 . 0 1  t o  0.00 1 6  g. A serious problem 

arises when isolat ion is designed to satisfy such 

requiremen t s  for vehicular environment and when 

the space available is sma l l .  The isolation syst em 

always has considerable amplification at a low 

frequency ; and, whcn typical vibration input 

spectra are applied to the system, nonl inearities 

are exhibit ed by t h e  isolation sys t eli l .  The result 

is t hat the harmon ics of the vibrat,ion input excite 

the mechan ical rcsonance of the quartz-crystal

unit mounting structure. The effective g-levels at 

the crystal  unit.  t hat, are al lowed at mou n t  

resonant frequency are on t he order uf 0.00 1  g,  

and sonleti l l lcs much less. 
The crys t al un it  developed by Sykes, Spencer, 

and Smith (sce Reference 1 )  was fo und to be t he 

best for our applicat ions. The measured mount 

resonance in t his erystal u n it .  varied between 

3 . 0  and 3.5 kc on a n u mber of u n i ts t ested . On al l  

the ot hcr c:ryst al uni t  we have' t ested,  the mount 

resonance was lowcr in frcq ueney. I n  our appl i-

cation,  the frequency of the mount resonance is 

not important u nless the harmonics occurring i n  

the mechanical system as a result of nonlinearities 

are significantly less at the h igher resonant fre

quencies. A n umber of isolation schemes were 

tried, and the f inal design is similar to that which 

was made by BTL, except that it was necessary to 

make the enclosure larger and to use a precom

pressed sponge rubber i nstead of Curon for iso

lation . 

Oscillator Circuit 

The oscil lator includes a sustaining c ircuit and 
a buffer ampl ifier. M easurements were made o n  

several configura t ions of oscil lators, whieh in

cluded temperature compensation circuitry and 

Automatic Level Con trol (A LC) . It was con

c luded that temperature compensation could not 

be employed with simple thermistor-varactor 

circuitry because of the degradation of the spectral 

purity at the frequencies of interest. The final 

circuit employed was a modified Pierce circuit 

followed by a transistor buffer ampl ifier in a 

grounded base configuratio n .  The oscil lator cir

cuitry is shown in Figure 1 7-2. Figure 1 7-3 shows 

the oscil lator package. 

Harmonic Generator 

The harmonic generation circuitry utilized 

varactor d iodes and V H F  transistor amplifiers. 

Many harmonic generators employing varactor 

FIG URE 1 7-3.-0scillator package. 
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diodes utilize not simply the variation of de
pletion-layer capacitance but also the charge 
storage effects. In such operation, harmonic 
generation is primarily a function of the reverse 
current pulse resulting from the return of stored 
minority carriers-the charge carriers which cross 
the junction when the diode is forward biased 
but which are not permitted to remain sufficiently 
long to allow recombination with majority carriers. 

Such operation leads to power handling capa
bility and efficiencies which are greater than can 
be achieved by using depletion-layer capacitance 
variation alone for obtaining the energy con
version. Two commercially available harmonic 
generators which produced 100 milliwatts of power 
at X-band and utilize the step-recovery phenom
ena resulting from charge storage in some stages 
were measured, and it was found that at X-band 
the noise at 2000 cps from the carrier was - 50 
db in a 500-cps bandwidth. It appeared, therefore, 
that such operation of varactor diodes was un
satisfactory for our application. Unfortunately we 
were not able to determine whether the degra
dation was entirely caused by the varactor oper
ation or whether it was caused by the transistor 
amplifiers required to drive the varactor chain. 
However, we had observed at various times in the 
past that forward pumping of VHF varactor 
stages resulted in an increase of the noise spectrum 
of the SHF signal, although such operation ap
peared to be tolerable in high SHF stages. There
fore, the design of the X-band source was based on 
only using the depletion-layer capacitance vari
ation. 

When such a design is made, very good agree
ment is obtained with the theory given by 
Penfield and Rafuse. 

The basic design of the harmonic generator in
volved the design of an output frequency selective 
filter whose input impedance at the output 
frequency was a resistance having the magnitude 
required for maximum power handling capability. 
Also, the input impedance at the input frequency 
and intermediate frequencies, such as the second 
harmonic of the input frequency, was a pure 
reactance-frequency slope. 

Similarly, the input circuit was designed to 
produce a resistance at the input frequency which 
was the value necessary to pump the varactor 

+25 + BIAS + BIAS 

FIGURE 17-4.-Harmonic generator stage. 

junction with the available input power, so that 
the requisite harmonic elastance variation was 
obtained. At frequencies other than the input 
frequency, the circuit appeared as an effective 

' 
capacitive reactance. In designing the networks, 
it was necessary that they be made so that the net 
reactance seen by a current flowing through the 
varactor junction was zero at the input and output 
frequencies. Doubly tuned circuits satisfied our 

\ 

requirements, although more complex output 
filters would have been desirable. A typical 
harmonic generator circuit is shown in Figure 
17-4. 

Since the restriction was placed on the varactor 
operation that no forward pumping would be 
permitted and, further, that the reverse junction 
potential would not be permitted to exceed about 
0.8 of the avalanche potential, it is not possible 
to produce the required 750 milliwatts of power at 
X-band by direct harmonic generation. Approxi
mate expressions which relate the power handling 
capability of the varactor to its characteristics 
when the series resistance of the diode is small are 
as follows : 

Simplified Equations for 
The Doubler and Tripler Stages 

Doubler : 

Power output 

P out�0.012[ (V max - V min) 2/ (Smax - Smin) J211-f 
RL:::::;0. 145 Smax/41rfO 

0 

Rin�0.07 Smax/21rfO 
Efficiency� 1-27.6 (Wo/ We) 
We=  (Smax - Smin)/21rRs 
bias�0.41 (V max -V min) -V min, 
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FIGURE 17-5.-CompJete harmonic generating con

figuration. 
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where 

fo= excitation frequency 
Vmnx = max. instantaneous reverse voltage 

across junction 
Vm in = min. instantaneous reverse voltage 

across junction 
Smax = 1 /Cm i n ; Cmin = junction capacitance 

at Vmnx 
Smin = 1 /Cmax ; Crnax = junction capacitance 

at Vrn in 

R. = series resistance of diode. (The effective 
reactance must be resonated out.) 

Ce l l  at exciting freq.� ( l/0.68) Cmin 
Ce l l  at second harmonic�(l/0.67) Cmin 

TripIer : 

p out�[0.024(V max -
RL�O. 17 (Smax/67rf 
Rin�0. 13 (Smax/27rf 

0) 
V min)2/(Smax - Sm in) ]27rfo 

Efficiency�I-35 (wo/wc
0) 

) 
Wc = [(S",ax --': Smin)/27rRs] \ 1/2[1 - 'Y] I 

where 'Y is exponent in : 

Cj = l(/(V - cp)"Y 
C j = junction capacitance 
V = reverse voltage 
cp = contact potential 

Power limitation occurs in the VHF range. At the 
time this carrier source was designed, the only 
satisfactory high-frequency power transistor ap
peared to be the SN 1 66. This transistor has a 
20-watt dissipation rating at 25°C. 

All our designs, however, are based on operating 

junction temperatures of not more than 120°C 
and maximum ambient temperature'; of 95°C, 
to guarantee a particular reliability specification. 
With such constraints, the permissible dissipation 
is only 3 watts. It was highly undesirable that 
multiple transistors be employed. High-power 
VHF transistor amplifiers have been designed and 
built at Westinghouse, using special combining 
network techniques ; but cost, space, and weight 
precluded such circuits from being used. It was 
desirable also to employ the transistors as Class A 
amplifiers to permit the use of RF feedback tech
niques if required and thus minimize phase modu
lation effects resulting from collector supply noise. 
For these reasons the amplifier was built to oper
ate at 50 Mc and was designed for an available 
power output of only 250 milliwatts. With such 
restrictions on the design, the available output 
at X-band is only 1 .0 milliwatt. However, the 
design permits the use of a single varactor diode in 
each stage. For wide bandwidth, it would be 
desirable to use two or four varactors in each 
stage, but such designs were not pursued. 

Figure 17-5 shows the harmonic generator 
arrangement that was employed. It is interesting 
to note that at 50 Mc the full power handling 
capability of the MA4106 is being employed when 
it is operated without utilizing-any benefits from 
forward driving of the diode, and at X-band the 
available junctions are all too large to permit 
efficient pumping. The inefficient pumping and 
cartridge parameters lead to a much narrower 
bandwidth than was desired in the SHF doublers. 
Figure 17-6 is a photograph of the harmonic 
generator. 

FIGURE 17-{).-Harmonic generator. 
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750-MilliwaH Generator 

The l .O-milliwatt signal is employed to phase
lock an X-band reflex klystron. Figure 17-7 shows 
the basic automatic phase control (APC) loop 
that is employed. The purpose of the APC loop is 
to slave the klystron oscillator to the frequency of 
the signal obtained from the harmonic generator 

?
Impart 

plus the frequency of the offset oscillator. The 
ffset oscillator also is sometimes employed to 

certain periodic information to the carrier 
signal, which is the klystron output. The APC 
loop must provide a gain versus frequency 
characteristic that will reduce frequency devi.
atIOns of the klystron arising from power supply 
noise and vibratio.n to the level of the reference 
frequency. The ability of the APC loop to perform 
this function in our applications depends on the 
ultimate phase noise of the product demodulator 
(phase detector) . Noise in the product demodu
lator output is not merely determined by the noise 
figure of the X-band to demodulator circuits but 
depends on the nonlinearities that exist in these 
circuits. With the carrier signal, which is the beat 
between the klystron frequency and the frequency 
from the harmonic generator present, the effective .
nOIse figure is much worse when measured 

modulating 
in a 

500-cps bandwidth at a 2000-cps 
frequency than when measured in the usual 
manner with the carrier not present. 

Our measurements on various amplifier and 
product detector configurations have shown that 
the output carrier-to-noise level (C/N) does not 
increase linearly with the input C/N as the 
carrier is increased beyond a certain level. This 
level is much below the level at which noticeable 

FREQ. 
CHANGER 

0.1 mw 

9792 Me 
I m w 

FROM HARMONIC 
GENERATOR 

OSC. OFFSET 

.. 28.000.000 
cps 

20 Me 
REFLECTOR 750 mw 

OlJTPlJT 
'" 

REFLEX 

KLYSTRON 

6f Ji OSC. 7N �o- cps/ yolt 

+120 db JYPICAL OPEN 

I LOOP GAIN 

: CHARAC
TERISTIC 

+ 20 db -t---
o db'�' ,--"-:---..:::.� 

400 126 1.26 
cps kc Me 

FREQUENCV-

FIGURE 17-7.-Basic APC loop. 

(1 db) compression occurs, and C/N trypically 
r�nges between 1 10 and 135 db in a 500-cps band
WIdth centered 2000 cps from the signal carrier fre
quency. Typical noise figures for the X-band to 
audio circuits are about 13 db, so that the maxi
mum carrier-to-noise level is realized with O-dbm 
signal power. With circuitry exhibiting maximum 
C IN of 1 10 db, the signal level need not exceed 
-24 dbm. In many applications, this condition is 
acceptable ; and a - 20 dbm signal level is em
ployed. For example, for carrier sources required. 
to be -80 db at 2000 cps in a 500-cps bandwidth, 
the error detector noise would be at least 30 db 
below the allowable noise on the source. 

The APC loop must provide gain sufficient that 
frequency excursions of the klystron resulting 
from vibration, acoustics, power supply ripple, and 
dynamic load variations (pulling) be reduced to a 
level which satisfies the spectral purity require
ments 
?

of the carrier frequency. A loop having an 
pen-loop gain on the order of 120 db at 400 cps 

IS capable of satisfying our requirements in some 
cases. When a feedback loop has such gain, it is 
necessary to reduce the gain to unity before 
intolerable time delays occur. A 40 db per decade 
cutoff at 400 cps is required. This typically may 
change to a 20 db per decade rolloff at a gain of 
about 20 db, yielding an APC bandwidth on the 
order of 1200 kc. With careful design of the 
amplifier and demodulator circuitry, additional 
filtering will not occur below a frequency of several 
megacycles, and the resulting gain versus fre
quency characteristic provided by the APC loop 
is adequate to reduce to an acceptable level the 
klystron frequency deviations resulting from all 
environmental disturbances. With transistor cir
cuitry, one must be extremely careful in the design 
to minimize phase modulation of the carrier 
signal resulting from variation of circuit suscep
tance with noise on the collector supplies. 

Figure 17-8 shows a typical IF amplifier and 
product detector circuit that is employed. The 
ac-to-dc conversion with the circuit shown is 
about 240 millivolts per degree of phase shift. The 
use of feedback as shown permits a reduction of 
phase noise resulting from power supply noise of 
approximately two orders of magnitude greater 
than is achieved with simple transistor circuitry. 

Thus, with careful design of the APC loop the 
klystron can be disciplined to the reference 
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FIGURE 17-S.-IF amplifier and product detector. 
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frequency derived from the harmonic of the quartz 
crystal oscillator. 

MEASURED PERFORMANCE CHARACTERISTICS 

Stability of Complete Source 

The complete source includes the APe loop and 
reflex klystron oscillator. The APe loop was 
evaluated separately from the oscillator-harmonic 
generator by utilizing a low-noise microwave 
oscillator in a laboratory environment as the 
reference frequency. The APe loop characteristics 
satisfied the design objectives and therefore did 
not need to be included in evaluating the crystal 
oscillator-harmonic generator. 

The oscillator-harmonic-generator output fre
quency spectrum was measured by two methods. 
One method involved the use of the James Scott 
noise measuring equipment. The other method 
involved the use of a frequency discriminator 
whose input was the beat note obtained by hetero
dyning two completely independent oscillator
harmonic-generator units. The output of the 
frequency discriminator was measured with a 
narrow bandwidth wave analyzer. The noise 
bandwidth of the analyzer was 7 cps ; and a 20-
second time constant smoothing circuit was 
employed, so that the average value of the noisy 
envelope of the signal appearing at the output of 
the 7-cps bandwidth bandpass filter could be
observed. The results of the measurements made 
on two identical sources is shown in Figure 17-9. 

A previous paper (see Hefercnce 2) described 
the instrumentation and results obtained in
testing the oscillator. The measured results at the 

 

 

time the paper was written indicated that the 
harmonic generator did not degrade the X-band 
signal purity, as compared with the oscillator 
purity, except for the expected increase by the 
frequency multiplication ratio. Efforts, however, 
continued on improving the oscillator-amplifier 
circuits, and the results shown in Figure 17-8 
included these improvements. The results now 
indicated that there was a slight degradation of 
the spectral purity caused by the harmonic 
generating circuits. Although we believed that at 
last we had a sufficiently stable oscillator and 
that harmonic generator instabilities were the 
limiting factor, the difference between measured 
and predicted results was too small to permit a 
definite conclusion to be reached. An evaluation 
therefore was made of the stability of the com
ponents in the harmonic generator. 

Stability Under Vibration 

The stability also was measured under vi
bration .  Figure 17-10 shows the results when the 
harmonic generator was subjected to 1-g vibration 
input over a vibration frequency range from 100 
to 2000 cps. Low-frequency vibration was also 
applied, and the spectrum was measured over the 
range of 100 to 6000 cps. Vibration input of 0.15-
inch double amplitude from 10 to 30 cps was 
applied, and no discernible change in the power 
spectrum was observed. However, when the 
vibration input was increased to 10 g, the noise 
level increased by 3 to 6 db uniformly over the 
100- to 6000-cps range. Although extremely rigid 
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FIGURE 17-9.-Spectra of beat between two sources. 



contruction and strip line circuits were employed 
(Figure 17-6) , structural deficiencies were ex
perienced at 10 g. 

Oscillator Performance 

To determine whether the harmonic generator 
degrades the stability, it is necessary to have 
knowledge of the oscillator spectrum. The results 
shown in Figure 17-9 are for an X-band signal 
source which is obtained by frequency-multiplying 
the output of a 17-Mc crystal oscillator by 576. 
The spectrum of the oscillator must then be 55 db 
better than that of Figure 17-8 if the results do 
not represent the oscillator performance. There
fore, an instrumentation technique is required 
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FIGURE 17-1O.-Stability under vibration. 

that is capable of measuring carrier-to-noise ratios 
on the order of 160 to 170 db/cps at frequencies 
separated from 2000 to 100,000 cps from the 
carrier. A technique that we found to be suitable 
for such measurement has been described pre
viously (see Reference 2) .  Figure 17-11 shows the 
arrangement that is employed. 

The secret of making such measurements is to 
recondition the carrier and exalt the noise side
bands. The latter is obtained by a carrier nulling 
technique as shown in Figure 17-11.  This avoids 
the noise-carrier intermodulation problem that 
was discussed in connection with the APC error 
detection. 

FIGURE 17-11.-0scillator measuring instrumentation. 
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Calibration of instrumentation, such as shown 
in Figure 17-11 ,  is made by several methods to 
insure that the desired information can be 
measured. A technique which is simple and 
straightforward involves the addition of a small 
signal to the carrier. Such a signal may be ob
tained from a frequency synthesizer and can be 
precisely set to be 100 db smaller than the carrier. 
The resultant is an equivalent single sideband 
signal. Such a signal consists of a set of symmetric 
and antisymmetric sidebands. These are equal in 
magnitude, and the antisymmetric set corresponds 
to phase modulation of the carrier with a modu
lation index that produces a - 106 db sideband 
level. The product detector is a quadrating device ; 
and, by properly adjusting the phase shifter shown 
in Figure 17-11 ,  approximately 40-db discrimi
nation against the AM component is realized. 
Measurement of the product detector output with 
the wave analyzer, together with knowledge of the 
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FIGURE 17-12.-0scillator spectrum. 
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isolation for 109-2000 cps l-g vibration output.] 

208 SHORT-TERM FREQUENCY STABILITY 

-60 

signal levels at the summation point, then pro
vides calibration of the measuring apparatus. 
This measuring technique has been perfected so 
that, at a frequency of 17 Mc, the ultimate sensi
tivity is better than a 170-db C/N in a I-cps 
bandwidth at frequencies more than 2000 cps 
from the carrier. 

The results of measurement of the oscillators 
employed in obtaining the results shown in 
Figure 17-9 are given in Figure 17-12. 

The oscillators also were measured under 
vibration environment. The results for a I-g 
vibration input are shown in Figure 17-13. At 
2000 cps, the sideband level is - 120 db/cps. 
Thus, isolation on the order of 800-to-l is re
quired in typical system applications, in addition 
to that which exists in the oscillator package. 

Performance of Individual Stages of the Harmonic 

Generator 

Since the X-band output spectrum and measure
ment of the oscillator spectrum revealed that de
gradatioll was occurring when our best oscillators 
were used, the individual stages of the harmonic 
generator were measured. Two identical circuits 

driven by the oscillator were measured by multi
plying their outputs in a product detector. De
tectors were constructed for each frequency of 
interest up to 300 Mc. This permitted individual 
stages and combinations of stages to be measured. 
The results include noise from each of two channels 
except in the case of the amplifiers. Since there is 
no frequency change involved, the source can be 
directly applied to the product detector when 
measuring an amplifier. Referred to X-band, the 
instrumentation noise at 50 Mc was - 1 14 db! 
cps. 

The results of these measurements revealed 
that the first two triplers and the 50-Mc amplifier 
both exhibited noise which accounted for the 
observed X-band spectrum. The first tripler and 
amplifier exhibited noise of - 103 db/cps at 2000 
cps from the carrier referred to X-band. The 
second tripler exhibited noise of approximately 101 
db/cps at 2000 cps from the carrier referred to 
X-band. 

The harmonic generator providing 300 Mc to 
X-band was measured as an entire unit, using a 
microwave phase detector. The noise contribution 
of this portion of the harmonic generator was 
- 118 db/cps at 2000 cps from the carrier at X
band. 

CONCLUSIONS 

The results of the evaluation of the signal purity 
of an X-band source derived by generating an 
X-band harmonic from a 17-Mc crystal oscillator, 
using varactor diode harmonic generation circuits, 
indicate that the oscillator can be so good that 
harmonic generator degradation of the spectral 
purity becomes important. 

When the signal purity at X-band must be 
better than was obtained with the mechani
zation described in this paper, it would seem 
advisable to utilize the harmonic of a VHF 
crystal oscillator rather than the harmonic of an 
H F  crystal oscillator. If it is assumed that the 
same carrier-to-noise ratio realizable at HF can 
be achieved in the sustaining circuit and amplifier 
at VHF, the VHF oscillator should provide the 
same X-band spectrum as the H F  oscillator when 
ideal harmonic generators arc employed with 
both osci l lators. 

The T< )-;) cold-welded crystal unit developed 
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by BTL should be well suited for this application. 
Preliminary results of vibration tests of such 
units at Westinghouse indicate that they are 
about two orders of magnitude better under the 
vibration environment than was the 17-Mc 
crystal unit. 

There was no measurable increase in the spec
tral noise at the frequencies corresponding to the 
inharmonic resonances of the 17-Mc crystal 
units. In the use of the VHF crystal unit, the 
inharmonic responses might be a problem. 

The transistor amplifiers can be greatly im
proved because of the availability of the RCA 
2N3375 transistor. Using this transistor, extremely 
phase stable circuits-obtained using feedback 
techniques-can be realized at 50 Mc. 

Step recovery diodes possibly can be employed 
for the high UHF and SHF stages of the harmonic 
generator. The fact that the harmonic current is 

proportional to the input signal level over a wide 
range of input implies that the bandwidth 
problems associated with cascading nonlinear 
varactor stages would be relieved. 

It 

of 

appears that, with little effort, an X-band 
carrier generator providing a carrier-to-noise 
level 115 db/cps at 2000 cps from carrier should 
be realizable. 
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A 1oo-Mc crystal oscillator can be phase-locked to any submultiple frequency between 1 and 
10 Me/sec. The use of a keyed phase detector makes it possible to obtain a wide range of multipli
cation ratios without adjustments of the circuit. Exceptional flexibility for experimental purposes 
and large multiplication ratios in a single stage are obtained with only moderate complexity. The 
bandwidth of the multiplier can be made over 5 kc/sec wide at 100 Mc/sec, so that the character
istics of the driving source are reproduceu for averaging times down to less than 100 }lsec. The 
noise level of the multiplier is less than - 1 45 db per cps bandwidth at the 100-Mc output. 

Figure 18-1 is a block diagram of the multiplier. 
A short pulse, generated at the input frequency, 
keys the phase detector. The output from the 
phase detector is proportional to the amplitude 
of the 100-Mc signal when the input pulse is 
generated. This output is used to correct the 
frequency of the crystal oscillator. This arrange
ment permits any integral ratio between output 
and input frequency (e.g. , if the ratio is 20, every 
20th cycle is sampled ; if the ratio is 100, every 
100th cycle is sampled) .  As long as the pulse 

Input IOOMc output 

FIGURE 18-1 .-Phase-locked oscillator multiplier (PLOM). 
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generator (Figure 18-2)  can produce pulses at 
the input frequency and the loading on the 
detector is negligible, there is no theoretical 
limit on frequency ratio. Very high ratios have 
been successfully used in experimental units 
(Reference 1 ) .  

Figure 18-3 is a simplified diagram of the phase 
detector. Several factors limit the frequency ratio : 
( 1 )  The pulse must be shorter than ! cycle of 
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the waveform to be sampled, (2) the source 
impedance of the high-frequency signal and the 
"on" resi"'ance of the switch S must be low 
enough 

G

to charge the holding capacitor during 
one 

Il 
sample, and (:3 )  

GIl 

the load impedance 
GIl 

across 
must be high enough to prevent decay of 

voltage 
GIl 

across between samples. The larger 
is, the 1011 ger is the holding (discharge) time 

constant ; but the source impedance must be lower 

+ E  

SNAP'OFF 
DIODE �Ol 

INPUT�I-+--N--...-----<..--

CLIPPING 
LINE 

FIGURE 18-2.-Keyed phase detector. 

and lower to charge to the amplitude of the 
signal during the "on" period of S. If the output 
frequency is 100 Mc/sec, a ratio of 100 : 1 is easily 
obtained by conventional techniques. 

For the unit described, a two-diode bridge with 
Gallium Arsenide diodes, a holding capacitor of 
about 20 pf and an input impedance of the dc 
amplifier of 1 MQ gave satisfactory results. 

The input circuits that generate the sampling 
pulse determine the noise contribution of the unit 
inside the lock-loop passband. It is convenient to 

GIl 



.. \ pul se \ Input --�., �enerotor 
FIGURE 18-3.-Pulse generator. 
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use an equivalent resistance to describe this noise. 
This resistance is independent of the multiplica
tion ratio. Several circuit arrangements have been 
investigated. In all of them, a snap-off (step
recovery) diode generates the pulse ( References 
2 and 3) for the keyed phase detector. They 
differ only in the way the input signal, generally 
a sine wave, drives the snap-off diode. A simple 
three-stage, overdriven amplifier was used origi
nally but did not provide sufficient squaring at 
low input frequencics. The next circuit was a 
Schmitt t rigger circuit and amplifier ; all data 
presented in this paper were obtained with this 
circuit, which accepts a wide range of input fre
queIleies and amplit tides. A t unnel diode circuit 
can bc made morc sensit ive and can bc uscd at 
frequencies into the hundreds of megacyeles, but 
allows little rangc of input amplitude. While the 
tunnel diode may have somewhat less noise, the 
experiment al use of the multiplier described made 
it impractical to limit the input amplitude t o  the 
2 :  1 range of the tunnel-diode circuit. If a multi
plier of this type is to be used for output fre

' quencies over a few hundred megacycles, the 
tunnel diode may be required. . 

Design parameters of phase-locked 
........ 

oscillators 
have been treated extensively in the literature 
and are well understood (References 1 and 4) . 
To understand the requirements of this unit, one 
need keep in mind only that the phase-locked 
oscillator will follow the modulating frequency of 
the controlling signal inside the passband of the 
lock loop. Out side the passband the noise of the 
oscillator alone is seen. The phase-lock loop 
acts as a low-pass filter for noise on the cont
rolling signal and as a high-pass filter for the 
noise of the locked oscillator. The capture range 

can be made as wide as the lock range but 
can be restricted by an additional low-pass 
filter in the lock loop. If a multiplier is to be 
used to evaluate the performance of the low
frequency source, the capture range must be made 
as wide as possible (i.e. , the frequency response 
of the lock loop should not be limited by anything 
but the lock range of the oscillator which, in turn, 
should be as wide as possible) . Figure 18-4 shows 
the static characteristic of the 100-Mc crystal 
oscillator. The usable range is about ± 100 ppm. 

Figure 18-5 shows the overall response of a 
multiplier lock loop and the test setup for the 
measurement. A 5-Mc signal is multiplied to 100 
Mc/sec in one channel. The same 5-Mc signal is 
fed to the other multiplier channel through a 
phase modulator. The two 100-Mc signals are 
connected to a phase detector, and the output is 
recorded as a function of the modulating fre
quency. The response is fiat to about 9 ke/sec 
( - 3 db) and rolls off at 20 db/decade beyond 
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FIGURE 18-5.--Overall response of phase-lock loop of  PLOM. 

10 kc/sec. The peaks at 34 and 44 kc/sec are 
caused by spurious modes of the lOO-Mc crystal 
in the locked oscillator. Figure 18-6 shows the 

I OO Me 

9 0.n 

+ 4 4 ke 

I 4 50 n  
BOO.n 

FIGURE 18-6.-Spurious modes of l00-Mc crystal. 

+ 34 ke 

spurious responses of the crystal alone. The main 
mode, at 100 Mc/sec, has a series resistance of 
ohms; the nearest spurious mode at +34 kc/sec 
is 800 ohms ; and the next, at +44 kc/sec, about 
450 ohms. 

EVALUATION OF PERFORMANCE 

To determine the noise of the multiplier, coher
ent drive was applied to two identical multipliers ; 
and the outputs were compared . Noise common 
to both inputs does not appear as output if the 
two multiplier channels have similar character
istics, whereas noise introduced by the multipliers 
shows up in the output. A wave analyzer can be 
used to plot the noise spectrum. At the 100-Mc 

90 

FIGURE 18-7.-Mea.suring system for noise tests. 
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-20 -- ' n l 'l 

output of  the phase-locked oscillator multipliers, 
the noise is too low to be measured, and additional 
multiplication is required. Figure 18-7 is a block 
diagram of the setup used for this purpose. This 
system multiplies phase deviat ions by 100 so that 
the spectrum is that whieh would be obtained at 
X-band .  The multipliers ill Figure 18- 7  are phase
locked klystron llluItipliers with 100-kc bandwidth 
in t heir lock loops. Unfort unately, t hese unit s  
int roduccd rather strong sidebands a t  their power 
frequellcy. To separate these sidebands from any
thing that might be introduced by the phase
locked oscillator multipliers under test, the pn-

mary power was obtained from a power oscillator 
of about 1 kc/sec rather than from 60 cps. The 
spectrum of Figure 18-8 shows the output from 
the klystron multipliers with coherent 100-Me 
drive to both ehains (0 db corresponds to 1 v nns) . 
Note the absence of noise down to the - 100 db 
level except at the low-frequency end. The low
frequency components are caused by a combina
tion of II! noise in the mixer, direct pickup of 
no and 120 cps through ground loops, and earrier 
unbalan('e in the wave analyzer. Relatively st rong 
component s arc present at the l-ke power fre
quency and its harmonics. 
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Figure 18-9 shows a spectrum obtained with 
coherent 5-Mc drive to the two phase-locked 
oscillator multipliers, The noise lcvel is incrcased 
slightly and is between - 96 db at a few hundred 
cps and - 100 db above 3 or 4 kc/sec. This is 
the output from two equally noisy devices and 
corresponds to - 99 to - lO3 db for one unit. As 
the spectrum was obtained with lO-cycle band
width, another 10 db must be subtracted to get 
the noise level for a I-cycle bandwidth, so that 
the noise at X-band is between - 109 and - 1 13 
db per cycle bandwidth. This can be reduced to 
- 149 to - 153 db referred to the 100-Mc output 
from the phase-locked oscillator multipliers, or 
to - 175 to - 179 db per cycle bandwidth for 
the 5-Mc input. Expressed in terms of equivalent 
noise resistance at the multiplier input terminal, 
the noise is less than that generated by a 200-ohm 
resistor at 300oK. 

A typical application for these multipliers is 
the measurement of noise spectrum of two 
5-Mc precision sources with crystal drive levels 
of about 0.7 microwatt. Figure 18-10 shows a 
typical X-band spectrum. 
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Prof. Ramsey.-For one thing, I am very 
pleased and honored by the fact that several of 
the authors used the hydrogen maser for com
paring how their device was as a short-term 
frequency standard. 

But I really want to point out in the case of 
Davidovits and Arditi that their comparison was 
with a hydrogen maser that was designed for 
long-term frequency stability, deliberately de
signed not to have short-term frequency stability. 
In particular the hydrogen maser, as normally 
used when long-term stability is the principal 
desire, has a line that is made as narrow as 
possible. This means that the atoms are stored 
in the bottle for times of the order of a second 
or more for the purpose of getting a very sharp 
line. On the other hand, that does one no good 
if he is looking for very short-term stability. 
Furthermore, it does harm for short-term stability 
in that one must then diminish the power output 
of the device. This power limitation was true of 
the hydrogen maser with which the comparisons 
were made ; we normally run with about 1012 

atoms per second coming into the maser. This 
means that we were operating at 10-12 watts 
output, which from the point of view of short
term stability is somewhat unfavorable because 
of the low power output. 

On the other hand, with the maser that we 
have at present, we could multiply the beam 
intensity by at least a factor of a hundred, and 
it is, I think, quite easy. It would be quite feasible 
with j ust a little bit of improved design to get 
still another factor of ten. This would essentially 
increase the average power of the maser, operated 
in a continuous fashion by about 103, in that 
case making it run at about 10-9 watts. This is 
very helpful on the short-term stability where 
the noise in the receiver is the dominant limita
tion as correctly pointed out by Arditi, David
ovits and others. 

It is also true that with a hydrogen maser, one 
could do pUlsed operation, that is where one 
deliberately operates the device somewhat inter
mittently. Under that circumstance, we could 
certainly get an additional factor of at least ten 
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or perhaps even a hundred more beam intensity. 
The main limitation that would come at some 
stage is simply pumping speed to handle the hy
drogen flow in the maser. On the other hand, 
this can for short intervals of time be overcome 
by giving short periods of bursts. 

So I think for very good short term stability 
one could very well have a factor of at least 
104 in beam intensity, which would therefore 
correspond to 10-8 watts or about the same as 
that discussed by Davidovits. 

Now, this remark is not in any way meant to 
belittle the usefulness of the other devices, par
ticularly the rubidium maser that was described, 
which has many great virtues of simplicity and 
is indeed a very attractive device for short-term 
stability measurements. 

On the other hand, this remark does correct 
the statement that the rubidium maser could be 
two orders of magnitude better than the hydrogen 
maser for short term stability_ This statement is 
only true of hydrogen masers designed for different 
functions. If both were designed for the same 
function actually they would be about com
parable. There is a place at which one would 
change over from preferring the hydrogen maser to 
probably doing it with, say, a rubidium maser at 
somewhere in the order of-oh, probably on the 
order of 10-2 seconds. For longer times than that, 
the hydrogen maser, if you want high precision, 
is significantly better. For shorter times than that, 
the two devices are beginning to get fairly com
parable, in which case one might as well take the 
simplest of the devices. For sufficiently short term 
stability it is really basically the power output 
that is relevent and if the hydrogen and ru
bidium masers are each operating about 10-8 
watts, they would be somewhat comparable. 

Mr. Smith.-It was most interesting this morn
ing to hear reference made to devices with which 
I am familiar ; namely, crystals and crystal os
cillators, as compared to other devices with which 
I am less familiar. 

The other point of considerable interest to me, 
at least, was the fact that for about the first 
time this morning we heard an actual suggestion 

- - - - - -----------
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for a method to specify short-term stability. 
Whether or not the rms frequency definition in a 
given bandwidth is the best and simplest way 
is something still to be decided. 

To me it appears that one needs probably 
different pieces of information for different appli
cations. A complete specification, at least from 
a manufacturer's point of view is probably highly 
impractical because of the expense and the diffi
culty of making all 

I n  
of the measurements on a 

particular device. most cases in which this 
very high degree of short-term stability is re
quired, however, at least referring to crystal 
oscillators, there will he involved fairly lengthy 
multiplier chains, as was pointed out this morning 
by one of the speakers. 

After multiplication of frequency, it matters 
little whether you start with AM or FM sidebands, 
you end up with a phase modulation. So prohably, 
for practical purposes if we could specify the total 
spectrum at an equivalent microwave frequency, 
we could satisfy the practical needs of nearly 
all of the users of stable microwave sources. 

This is presented for what it is worth. We have 
a long way to go, 

I 

I believe, to reach a common 
ground for definition. 

Just in passing, was most interested in noting 
that the figures quoted for crystal oscillator chains 
are in pretty close agreement with a few measure
ments that we have made at Bell Laboratories so 
far. This gives me a little more confidence that 
perhaps we are not too far off in our attempts. 
We are a ways away from actual microwave 
chains. We have been using the systems of fre
quency differences very similar to that described 
by Mr. Stratemeyer and have come out with 
comparable numbers to those quoted by Westing
house and Raytheo

Dr. e
n this morning. 

R der. -The paper by Stratemeyer, I 
thought, was interesting because it gives a very 
nice mcthod for flexible testing. It has an in
teresting feature since one portion of a crystal 
signal is compared with another portion of the 
same signal, whose phase is controlled by the 
input to the trigger. 

I wonder, on the next to the last paper, what 
the definition of "medium-short-term" stability 
is? But it is not an important question. 

As to the paper on noise spectrum porperties 

of low-noise microwave tube and solid-state 
signal sources, I thought it was very useful be
cause it presented a lot of data which was missing 
in some of the other papers. It looks as if there 
is hope that we shall get a solid-state microwave 
source which can be used as a flywheel for atomic 
frequency standards in the microwave range. 

Now I would like to make a few comments on 
the paper on measurements of short-term fre
quency stability using microwave pulse-induced 
emission. It was stated that both this device and 
the masers have the advantage that they arc not 
time-constant limited because thcre is no loop 
which locks anything. While this is true in 
general, actually the atom-cavity system also 
forms a loop with a time constant determined by 
the cavity Q, I don't think that this feature is 
of much importance in practice. You can hardly 
use these sources of high short-term stability 
without some amplification . And usually, I believe, 
one would employ a phaselocked klystron circuit 
which introduces a time-constant limitation. 

It is also claimed that the pulse-emission device 
does not require steady inversion. This is true, 
but it still does require, or makes it desirable for 
output power, to have the difference between the 
two populations increased hy optical pumping. 
So again, I do not think that this advantage is 
too important in practice, at least not as long as 
you stick to Rb for which achievement of steady 
inversion is not too difficult anyway. 

I understand from the title of the paper that 
the pulse-emission device is primarily applicable 
to measurements of the spectrum of, for instance, 
crystal oscillators, and not so much as a source 
per se of high short-term stability signals of suffi
cient power level in the microwave range. 

I also wonder what the effect of spectrum 
asymetry would be in case the frequency of the 
driving signal docs not exactly agree with the 
atomic frequency. Since your (Dr. Arditi's) 
measurement precision was limited to about 2 
parts in 1010, you may not have seen such an 
effect. 

I think the same might hold, at least in part, 
for the claimed absence of any light-shift. I just 
wonder whether there is absolutely no light
shift in a device like this in which you turn off 
the light before you look at the microwave signal 
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or whether a small light-shift is still possible 
depending on the time interval between "light
off" and "microwave receiver-on". 

I do not believe in the suggestion that the 
pulse-elI''iiHsion device should be used for tuning 
the hydrogen maser. Because if one uses it for 
maser tuning one degrades the H-maser accuracy 
by the lower accuracy and stability of the pulse
emission device. 

The paper on an optically-pumped rubidium 
maser oscillator brought a very nice surprise, 
that is, Columbia University got this maser finally 
oscillating between the m =O levels. What arouses 
my suspicion, however, are claims that several 
discussed improvements can be achieved "easily". 
I wonder-other well-experienced people work so 
hard for years just to accomplish moderate im
provements-I hope they know what they are 
doing. 

I do not believe that the Rb maser is a suit
able-well, let us say competitive, standard for 
long-term frequency stability. It is plagued by 
the bad feature of any maser, namely cavity 
pulling. You do not have this serious problem 
with passive standards. 

Also I believe that there are still many tech
nical problems to be solved. Many of those at 
first easily-taken technical problems turn out to 
be really nasty problems in the end. For instance, 
take the all-metal cavity with the glass-to-metal 
seals exposed to Rb vapor. Rb reduces metal 
oxide which is a vital element of the seal. Of 
course, one may overcome this trouble by painting 
the seal with a suitable film. 

This sealing problem aggrevates leak testing 
(something serious for all gas cell standards) 
which is important for long-term stability and 
quite complicated because of the 10 Torr, or so, 
buffer gas pressure. If a leak develops in the metal
glass seals, you have no ready means of de
tecting it except by measuring frequency changes. 

The paper mentions that the Rb maser uses a 
magnetic microwave window. I think it would be 
desirable to replace it with a nonmagnetic window 
which is now available on the market. 

Again, I am very skeptical about an "easily" 
achievable 10-8 watt power output. I never have 
seen an improvement by a factor of 1 ,000 which 
came about "easily". I do believe in the potential 

of the Rb maser as an excellent short-term 
stability source and I would like to recommend 
strongly that the Government support work on 
the solution of various technical problems. Such 
work can best be done by industry, and it would 
do no harm to do it in parallel to further research 
at Columbia University which is concerned with 
more basic problems, e.g., finding buffer gas 
mixtures with better temperature stability and 
reducing light shift. 

Now about the first paper, according to its 
title it should have treated all passive atomic 
standards equally. But I think it was heavily 
influenced by the beam-tube people. There was 
very little information in this paper on gas cell 
standards which, offhand, look to me to be by 
far better standards for "short-term" stability. 
Also, I think it would have been quite useful if 
the obvious spread in the f value of the various 
beam tubes would have been explained. 

Finally, if I may, I would like to show, just 
for the fun of it, a beat note recording between 
two Rb standards. It was recorded at 100 Mc and 
with a time constant of the Parzen frequency 
comparator of 0.01 sec. This specific beat note 
was established by tuning one standard as close 
as possible within a reasonable time to the other. 
It shows, therefore, phase noise for considerable 
time intervals around the cross-over points. In this 
specific case the beat cycle was about 6 hours 
long. I do not claim that gas cell standards always 
behave like this, but it is an interesting case. 

3It means that the offset here was 5 parts in 101 • 
Since such numbers are thrown around here 
freely, I see no reason why I should not throw 
one, too. 

Dr. Vessot.-It is set there, though ; it didn't 
get there by itself. 

Dr. Reder.-This is right. I did not claim it. . 
I said so specifically. 

Unfortunately, the projector here does not work 
with this record. Well, I will leave the record 
here on the podium during lunch time, and those 
interested can look at it. 

Dr. McCoubrey.-I wanted to comment first 
on the fact that I think we are witnessing at 
this conference some new viewpoints which are 
partiCUlarly important to the topic of the con
ference, short-term stability. These new viewpoints 
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are represented by the paper on the rubidium 
maser and the remarks of Professor Ramsey 
concerning the hydrogen maser, with particular 
respect to its short-term stability. 

The point is this, there will always be a need 
for oscillators which can be slaved by phase 
locking methods to very stable master oscillators, 
such as the hydrogen maser, or which can be 
used as flywheel oscillators , frequency locked to 
a very stable atomic reference such as the cesium 
atomic beam tube, possibly later on a thallium 
tube and the rubidium buffer gas cell. 

Now, the point is that these references provide 
the long-term stability that you want, and what
ever degree of short-term stability that you require 
will have to come from either the slave or fly
wheel oscillator that is used. So far crystal os
cillators have been used exclusively in this kind 
of work. 

But I think that now the picture is changing, 
and with the developments that we see coming, 
these active maser oscillators having excellent 
spectral purity, will provide some opportunities 
that we haven't had in the past. 

The aging characteristics of quartz crystals and 
their high sensitivity to mechanical acceleration , 
vibration, microphonic effects, etc. ,  place some 
real demands upon the design of feedback systems ; 
the feedback systems associated with phase lock 
circuits, or the feedback systems associated with 
frequency control circuits. 

From a practical viewpoint these effects are 
absent or at least they are reduced by many 
orders of magnitude in the case of the active 
atomic oscillators, hydrogen masers and rubidium 
oscillators. I think if these devices are developed, 
for their optimum spectral purity, they will be 
particularly useful for slave oscillators or fly
wheel oscillators in feedback systems. This op
timum design will involve the high power output 
without sacrificing the Q associated with the 
atomic transitions. 

I think it was evident in the talks that the 
rubidium oscillator will certainly be important 
because of its size and simplicity. Which of these 
oscillators will actually have the highest degree 
of spectral purity, I think, remains to be seen. 
The details are not obvious to me now, at this 
point in any case. 

The second thing I would like to comment 

on, I find it a little hard, is this question of the 
pulsed emission. I have the feeling that, if we 
gathered ten experts in the room, it would be 
about an hour before we are all talking about 
the same thing. This may or may not have some
thing to do with short-term stability ; I don't 
know. The point, though, is that it is difficult 
to compare what is happening in the pulse case 
with what we have been talking about at other 
times during the conference. I think that it is 
necessary to look very, very closely at the funda
mentals of what is taking place in each case. 
What I would like to try to do is to focus attention 
on three points. It is particularly hard because 
I find I have to jump between this concept of 
spectral purity in one ease and short-term stability 
in the time domain in another case, and I can't 
do that very well. 

But, first, in the case of the cavity tuning effect, 
such as in the transient case of pulsed emission, 
one is dealing with radiation which is emitted 
over a short pC' : ' ld of time, the time of the pulse. 
You are dealir; , , ith atoms that radiate typically 
over a period o i ,  say, ten milliseconds, a hundredth 
of a seco , �d. There is a spectral distribution 
associated with this. We might call it a spectral 
distribution associated with the atomic transition, 
typically, it might be a hundred cycles per second 
or about a part in 108• 

In the steady-state case the radiation that we 
are dealing with is concentrated in a much 
narrower spectrum simply because it is a steady
state case. 

Cavity tuning and cavity pulling effects arise 
because there is a weighing inside of the maser 
between the atomic transition function and the 
cavity tuning function itself. Now, it turns out 
that the magnitude of this effect is given by the 
width of the spectrum associated with the atomic 
transitions, which is important in the transient 
ca.'lc which was discussed. This width multiplied 
by a fraction, a quantity which is a cavity de
tuning, expressed as a fraction of the cavity width 
between the half-power points, and in any 
practical case this is a very small quantity. So 
any cavity pulling effects are small compared 
to the spectral width of the radiation associated 
with the transient casco 

As far as the maser tuning suggestion is con
cerned, on which Dr. Reder has already com-
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mented, I think it is important to recognize that 
here you are trying to tune the maser by zero 
beats with radiation spread over a spectrum 
which is a part in 108 wide. In cases of interest, 
we are talking about tuning these things in parts 
to 1012• This can be done quite well, and we are 
approaching a part in 1013 in this connection. 

Third, I would like to focus attention on the 
comparison of the short-term stability measure
ment with those discussed in other papers at 
this conference. The situations can be very, very 
different and I don't think it is valid to make a 
simple comparison. For example, in the transient 
oscillator, in addition to the length of the samples 
which one is comparing, there is also the rate of 
decay associated with the radiation which enters. 
In the case of the short-term stability of the active 
maser oscillator, it is oscillating continuously, 
this decay rate is not present, the thing is os
cillating steadily, but instead you have the much 
smaller effect of thermal noise which gives rise to 
the spectral width. In both cases, of course, the 
additive noise enters. 

Mr. Hammond.-I would like to talk a little 
bit about some of the characteristics of short
term frequency stability, characteristics of quartz 
crystal units. 

I refuse to have an inferiority complex after 
hearing the discussions of atomic frequency stand
ards. I think that we all have a great deal of 
appreciation for the short-term frequency stability 
that is possible with the rubidium maser, and it 
is a very tantalizing thought of coupling this 
with a cesium beam standard to get an excellent 
long-term/short-term device, using both of them 
in combination. I think this solves a problem of 
high frequency, high spectral purity, to a few 
orders of magnitude. It still leaves us with the 
question of short-term frequency stability at 
lower frequencies, which incorporate divider prob
lems in getting from the higher frequencies down. 
I think this is a much smaller problem, because 
the people who are really concerned with high 
frequencies are at the high frequency region al
ready. 

In the case of quartz crystals, I think this is 
still an important matter, because a great deal 
of our present applications for short-term fre
quency stability are geared around quartz crystal 
units. There are basically a number of origins 

of short-term frequency instability that we under
stand pretty well ; the thermal effects in the 
oscillator, i .e. , the shot noise, but I think more 
important still, this l/f noise. I think l/f is 
probably not a very good term. Probably it 
would be better to call it device noise. It is a 
characteristi� of a unit of the resonater, of the 
mechanical elements that are involved. 

I would like to say that there seems to be a 
problem in the minds of all of us about what 
happens as the frequency goes to zero, and I 
think this is a very legitimate question. Cer
tainly the l/f noise is related to long-term aging. 
And as an element of experimental fact, I would 
like to point out that if you observe short-term 
frequency stability over a period of time that 
there is a correlation between the aging rate and 
the short-term frequency stability. 

What this says is that the power spectrum, the 
amplitude and its characteristics are time de
pendent. This function that we carry out to get 
from the time domain to the frequency domain 
is itself a variable in quartz crystals, and because 
this variable does relate to long-term stability, 
this certainly gives me reason to believe that 
you can push this function a good deal closer to 
zero, the 1/! a good deal closer to the zero point 
than we have talked about earlier. 

I think that one of the stumbling blocks here 
has been the concept involved with this I I! 
noise approaching zero ; that this implies an in
finite aging in infinite time. This isn't too sur
poising. If you look at some of the mechanisms 
in the device that can cause this Ilf noise, one of 
these is the evaporation of contaminants. Let's 
suppose that after a while you run out of con
taminants. This simply means that the spectrum 
is changing in amplitude, the function changes. 
Or, putting it another way, if you integrate to 
infinite time and expect to predict what the fre
quency will be, you will have to consider the 
fact that the thing that you are integrating, 
the function of stability out to long-term time 
elements, is itself changing. Even in the case of a 
quartz crystal unit, we think of this piece of quartz 
as being an inert device; it is not going to go 
anywhere ; it is not going to disappear. Yet I 
point out to you that it does have a finite vapor 
pressure, and although this is extremely small, 
infinite time is a long period of time, and con-
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ceptually there is nothing wrong with evaporating 
all of the quartz away. 

Now if you will permit me to put my tongue in 
my cheek and say that there have been some ar
ticles recently predicting that the gravitational 
constant is decreasing with time due to either the 
expansion of the universe or the decrease in 
angular rotation of the galaxy, then you would 
expect due to this observed or predicted aging 
rate that we should have some Ilf noise in a 
pendulum clock. 

And if we turn this around and we eventually 
observe some noise in atomic frequency 
standards, maybe 

II! 
we can have sonie justification 

for thinking that our fundamental concepts are 
changing. 

Dr. Davidovils.-Professor Ramsey, I certainly 
didn't imply that the rubidium maser is going 
to replace the hydrogen maser. Obviously, the 
hydrogen maser has long-term stability and in 
addition, it is much more a primary standard 
than the rubidium maser. Of course, in a short 
talk of this sort, one can only sing praises to his 
own device. 

I think, however, Dr. Reder made some 
comments which were somewhat pessimistic .  I 

didn't mean to imply, and I certainly don't 
imply, that the device whose pictures I flashed 
on the screen going to be the ultimate rubidium 
maser which is going to give the stability or the 
power output which I quoted. What you are 
saying is certainly true, the walls may indeed 
form oxides, but it is certainly not out of the 
question with good techniques and enough money 
spent that one can make a cell which will not 
deteriorate. As far as the power output is con
cerned, I mean, you say you don't believe 10-8 
watts is possible. Well, all I can say is that I do. 

Dr. Arditi.-I would like to make some com
ments about the light shift in the case of the 
pulse-induced emission. 

We have changed the light intensity over quite
a large range of more than five to one, and could 
not detect any frequency shift. It was measured 
to 1 X 10-10 at least. And this has been checked by 
using the technique of beating the output fre
quency of two cells, but also with a technique
using pulse induced emission where we could use 
several pulses before an excitation pulse was
applied, and in that case we could make a rather

 

 

 
 

narrow line in the order of ten or fifteen cycles 
at 6834 Mc, and could not see any shift of the 
center of this line with variation of light in
tensity. I believe this is due to the fact that those 
light shifts are really due to virtual transitions, 
and there is a certain lifetime to those transitions 
which is of the order of 10-7 seconds, which will 
not persist once the light is turned out. 

Mr. Mager.-Professor Searle yesterday com
mented on the possibility of translating between 
the frequency domain and the time domain. As a 
radar engineer, I should like to apply for help 
here in making the data that we presented today 
more useful and meaningful to a much wider 
audience. In other words, let us consider a typical 
case of a two-cavity klystron in which we have a 
microwave demodulator feeding a bandpass 
filter centered at 10 kc, let's say a fourth-order 
Butterworth filter, with a 1 kc bandwidth, and 
say that this filter feeds a true rms voltmeter 
with a detector averaging time of a few seconds. 
My appeal is to translate this now to something 
meaningful to frequency control engineers. 

Mr. Barnes (National Bureau of Standards) .
Dr. McCoubrey, I believe that you suggested 
that the spectral width of pulsed masers limits 
measurements to this spectral width or about one 
part in 108• I believe that it is the total number of 
photons emitted which limits the precision of 
measurement and not the duration of the pulse. 
Hence, you can measure the average frequency 
much more precisely than the spectral width. 

Dr. McCoubrey.-I said that I felt that the 
spectrum associatec' with the decaying radiation 
had frequency components spread over a region 
that wide. I think the details of how you measure 
this, obviously you can measure it to a fraction 
of that width, depending on the techniques, the 
distortion, the shape of the spectral function, 
and questions of this sort. I would agree that 
you can measure to a small fraction of that. 

Dr. Mullen (Raytheon Research Division) .-I 
am not sure that I understood the figure of merit. 
It appears to me that in the inverted equation 
you find out that you have a delta nu, by which 
is meant the frequency uncertainty, and which 
is related to the line width divided by the square 
root of a power signal-to-noise ratio, so this 
is the kind of pulse splitting that you can get 
if you have a good signal-to-noise ratio. Is 
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that what the figure of merit refers to, the number 
of parts that you can split the line width into? 

Dr. Helgesson (Varian Associates).-This figure 
of merit is intended for comparison of standards 
at the same frequency. For instance, in the com
parison of cesium standards, it is essentially the
I guess you have described it a little bit differ
ently in saying this is how fine you can split the 
line. Perhaps, if you take this and calculate the 
frequency stability from the figure of merit, then 
you can describe essentially how fine you can 
split the line for any definition of averaging time 
or averaging bandwidth, and we made this com
parison for one second averaging time. I don't 
know if this answers your question or not. 

Maybe you are confused because the figures of 
merit were not related directly to the frequency 
stability that we calculated for one second 
averaging time. The reason here was that we were 
comparing several things that operate at different 
atomic reference frequencies. 

Dr. Mullen.-Well, it appeared to me that it 
involved 

lV. 

a line width, too. That the one over 
delta nu was the signal-to-noise ratio over some 

So was the lV the natural line width, or was 
that the line width of that central peak? 

Dr. Helgesson.-That is the line width of the 
central peak, and in the gas cell it was the line 
width of the absorption in the gas cell. Since in 
the beam device we operate strictly on the central 
peak, this is the parameter that is important in 
deriving that stability or the figure of merit. 

Dr. Alley (University of Maryland) .-I would 
like to address a question to Dr. Davidovits 
regarding the light shift, the self energy effects 
in the pref:1ence of a real radiation field. Have you 
had a chance to measure this with the oscillating 
rubidium cell? 

Dr. Davidovits.-Not quantitatively. But there 
are light shifts j ust as one would expect, and 
we are now presently trying to measure them 
quantitatively and devise methods of minimizing 
them. 

Dr. A lley.-You have no idea of the order of 
magnitude of those present in an oscillating device, 
compared to those in a passive device? 

Dr. Davidovits.-No, I don't. All I can say is 
that they are present, we have observed them, 
yes. 

Prof. Searle(MIT).-I would like to address a 

statement to Dr. Helgesson on the first paper. 
I am sorry that my paper didn't come after the 
previous one, because it is very pertinent. This 
is on this darn averaging time business that we 
kicked around yesterday and which came up 
again this morning. Let me just try to say it as 
briefly as possible this way, because of the peculiar 
nature of this particular measurement problem 
where we are involved in taking the derivative of 
the phase, or in the frequency domain, that is 
multiplying by omega squared, the high frequency 
noise in any one of these systems is greatly em
phasized, and therefore the nature of the high 
frequency properties of the filter that you use 
become very, very critical. That is, that the 
filter, the high-frequency properties, the parts 
that you are being casual about, have a profound 
influence on the frequency stability number that 
you quote. 

Dr. Helgesson mentioned sort of casually that 
when you use the averaging in the "frequency 
domain" that this sometimes gives you a little 
bit better criteria and this can be used to ad
vantage. Let me just say for a simple-minded 
example that I picked, the difference between 
these two methods was several orders of mag
nitude, and in a word, let the buyer beware. 

Prof. Ramsey.-It seems to me to be an ad
vantage to take something like a gaussian average 
since this isn't so sharp on the edge and then the 
exact shape makes less difference. 

Dr. Helgesson.-I would like to say that of 
course when you make a measurement of fre
quency domain averaging, and you do not use a 
filter that is purely rectangular, there is some 
noise that comes through above the cutoff fre
quency. However, the measurements we have 
made used a filter that drops off at 24 db per 
octave. 
If it looked like this was not sufficient, one could 
provide whatever rejection is necessary in order 
to make a valid measurement; attenuate the 
high-frequency components to the extent that 
is needed to get a valid measurement. We felt 
for the measurements that we made that this 
was sufficient. 

Dr. Vessot (Varian) .-I am mystified a little 
by the pulse method. I agree that the coherence 
within the pulse is very, very good. But I think 
it would be very difficult to try and make a 
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statistic on one sample pulse. I think the diffi
culty of creating a method for doing this thing is 
probably one order of magnitude greater than the 
difficulty of agreeing on a way of specifying fre
quency at this conference. 

I agree that the light shift is absent, however, 
Dr. J. Vanier's calculation has shown that this 
happens. Thc other thing is that one does get 
phase shift in passive standards. I direct this to 
Dr. Heder. These arc the shifts in phase at the 
ends of the Hamsey cavity, so therefore there is a 
cavity problem with the passive standards. It is a 
different kind of cavity problem, but it certainly 
is not negligible. 

The other comment is that I think we arc be
tween two fires here on the rubidium maser and 
the hydrogcn maser, and I would just like to 
point out that one is like a wrist watch and the 
other is like a tower clock, and I would not like 
to wear a hydrogen maser in my pocket whereas 
I would consider carrying a rubidium maser some 
distance. There certainly will be places where 
each will be of paramount importance. 

As to the question of the power level, I believe 
both can be raised and I think that a common 
limit is going to occur that is apt to be something 
like the spin exchange process. You end up having 
moleculcs, or atoms so close together that they 
cannot endure each other's presence and there is a 
cutoff of oscillation. In the case of hydrogen, you 
have to get rid of the unwanted atoms, and that 
requires large pumps. I believe there may he 
some other things, such as intensified optical 
pumping required in the rubidium maser and 
that presents further problems. 

Dr. Redcr.-I would like to answer first the 
remark by Dr. Vessot about the cavity pulling. 
I did not say that the passive standard is com
pletely free of cavity pulling. What I say is that a 
maser has a considerably larger cavity pulling 
effect than a passive device, and the factor is the 
ratio of the two involved Q values. 

Dr. McCoubrey.-On the comment which Mr.  
Barnes made, I think he hit a nail on the head 
there, and that is in the pulse case there will be 
advantages. There is a potential advantage in 
that you can arrange that more quanta be emitted 
during the time of interest than you could arrange 
in the corresponding continuous oscillator casco 

That is, take advantage of the fact that you can 
concentrate all of the quanta in the time that is 
of interest, rather than having them dribble out 
continuously. 

Mr. Ashley (Sperry Tube Division) .-I want to 
defend the honor of the two-cavity klystron a 
little bit. The data that we have seen this morning 
is a good type oscillator, but I want you to know 
that there are many other specifications that went 
into that, and the noise was compromised to a 
small amount in meeting other specifications. 
There is room for improvement in the two
cavity oscillator. In England, the people at 
Ferranti reported at the Paris Tube Conference 
that they have an oscillator which by optimizing 
the beam and the coupling of the beam to the 
gap in the cavity they have reduced the fre
quency modulation by a factor of some seven to 
ten over the data that you saw presented this 
morning. 

As the data that several papers have shown 
indicates, the principal defects in the klystron 
oscillator are mechanical. It is the frequency 
modulation which results when you insist upon 
vibrating it. I would say that in engineering the 
oseillators that have been built to this day, the 
primary consideration has becn on the electronics 
and on the achievement of the low residual FM 
during non-vibrating conditions, and we pretty 
much take what we get on the vibration charac
teristics. 

Heeently we have been doing a refiection tube 
where we have been worried about the other end 
of it more than the mechanical end of it, and wc 
brought the refiection tube to a competitive 
position with this two-cavity oscillator in terms 
of frequency modulation when you vibrate. Now, 
this shouldn't be. The electronics very much 
favor the two-cavity oscillator because it is a 
high voltage device and does not have grids. I 
think if somebody were really to apply themselves 
to the mechanical design that the residual 1<'M 
of the two-cavity oscillator could be reduced by 
a factor of at least a hundred, or a factor of at 
least ten and probably a hundred over the meehan
ieal vibration figures that have been given pre
viously . 

Now, the last comment is that I have been 
trying to keep up with solid-state competition 



PANEL DISCUSSION-8ESSION III 227 

and I measured one C Band chain and got a 
curve which was very much in agreement with 
that theoretical curve which was presented by 
Johnson in his talk. 

Mr. Johnson (Raytheon Co. ) .-Well, I suppose 
some reply is needed. I thank the gentleman for 
presenting some data · in support of the solid 
state chain performance. 

I also would like to comment on his statement 
that we could expect improvement in the order of 
ten to a hundred in the vibration sensitivity or a 
decrease in the vibration sensitivity of klystrons. 
I say well, let's go at it, we sure could use it. 

Mr. Grauling (Westinghouse, Baltimore) .-I 
would like to ask the gentleman from Sperry if 
the data on the vibration of the two-cavity tube 

includes also vibrating the power supply, which 
could be a problem? 

Mr. Ashley.-No, the tube plus a Sperry isolator 
on the vibration table, everything else-

Mr. Grauling.-I just want to point out that 
we have to take the power supplies along with us. 

Mr. Chi.-I would like to make one observation. 
In the morning session there were two speakers, 
and perhaps there will be other people, wondering 
if we know what is short-term frequency stability. 
I think it is fair to say that we know what short
term frequency stability is. 

The core of the problem is that there are too 
many definitions. We know what we are looking 
for. What we are seeking is one standard definition 
and measurement technique. 
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19. STABILITY MEASUREMENT TECHNIQUES 
IN THE FREQUENCY DOMAIN 

R. A. CAMPBELL 

Raytheon Company 

Bedford, Massachusetts 

The general art of demodulating RF signals has been practiced for many years, but this art 
becomes more difficult when the information to be extracted is oscillator noise-especially when 
an accurate quantitative measurement is desired. This paper surveys the general subject of time 
versus frequency domain measurements and investigates the frequency domain more thoroughly. 

The paper is largely devoted to CW frequency demodulators used in noise measurements. 
Comparisons are made with respect to sensitivity, equipment noise, power levels required, and 
rejection of other modulation modes. 

Varied aspects of postdetection equipment are also considered, especially video filter noise 
bandwidth� and current attempts to standardize bandwidth to facilitate establishment of a noise 
specification. A brief discussion of the various types of readout devices (oscilloscopes, voltmeters, 
etc.) is included. 

Calibration-both direct and indirect-is discussed, along with the applicability of the various 
methods available. 

TIME VERSUS FREQUENCY DOMAIN 

Frequency stability is determined by measuring 
the instability of a signal source. The two general 
methods of this measurement are the so-called 
time and frequency domain approaches. Time 
domain measurements produce-as an end re
sult-an accurate plot of frequency versus time, 
the measured points being the average frequency 
over some time interval. For example, a typical 
measurement may determine the frequency by 
counting cycles for 1 sec, successive points being 
taking from every second to every hour, depend
ing on the results desired. Stability (or instability) 
is then determined by statistical methods from the 
measured values. 

Frequency domain measurements, on the other 
hand, deal with the frequency spectrum of the 
signal and define stability in terms of the energy 
outside the center frequency of the signal. This 
definition of stability also includes amplitude 
instabilities, since they also put energy into side
bands. In some applications, frequency and ampli
tude variations are indistinguishable, as far as 
the end result is concerned. 
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The task of the frequency domain measurement 
is, therefore, one of demodulating the signal so 
that the spectrum may be processed in a quantita
tive manner. Two general techniques present 
themselves. One typically involves a narrow-band 
receiver that can view any portion of the spec
trum directly. This is undesirable, since it cannot 
distinguish between AM and FM sidebands. The 
other involves demodulating the signal in a cali
brated detector and viewing the spectrum with 
the center frequency translated to zero frequency. 
Ideally, this detector should be linear with fre
quency and amplitude, and insensitive to any 
modulations other than FM. Because of the modu
lation levels encountered, signals are small ; so 
postdetection gain is required. The amplified 
signals are then analyzed in an appropriate man
ner with voltmeters, spectrum analyzers, etc. 

FREQUENCY MODULATION DETECTORS 

The general form of a frequency modulation 
detector (Figure 19-1 ) is a comparison of a 
sample of the signal that has been passed through 
some dispersive network with an unmodified sam-
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pIe. The comparing circuit ranges from a simple 
video crystal detector to an amplitude-insensitive 
phase comparator. The net result is a conversion 
of a portion of the frequency modulation side
bands into amplitude sidebands, which can then 
be detected. The various types of detectors are 
merely combinations of different dispersive net
works with various phase comparators and differ
ent amplitude detectors. 

The simplest detector-with the exception of 
the slope detector-is the interferometer, where 
the dispersive element is a long line (Figure 19-2) . 
This is usually used for wide-band applications, 
with its accompanying low sensitivity. More sensi
tive versions require an excessively long line and 
are characterized by multiple responses. 

Detectors classed as discriminators are charac
terized by the use of resonant networks as the 
dispersive element. One type uses a reactance 
cavity (Figure 19-2) on a hybrid to obtain the 
dispersed signal. In its usual application, the 
fourth arm of the hybrid has a short to supply 
the undispersed signal. The net circuit is, basically, 
the interferometer with a cavity instead of a long 
line. A second type uses a transmission cavity 
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(Figure 19-3) with separate paths for the dis
persed and undispersed signals. Power division 
and recombination are usually accomplished with 
hybrids. A third type uses the two-cavity, or 
dual-mode cavity, approach (Figure 19-3) wherein 
the two signals are both dispersed-but in opposite 
senses-by tuning the two cavities to opposite 
sides of the carrier. 

A common non-microwave discriminator used 
at microwave frequencies is the LO-II<' method 
(Figure 19-4) . In this case, the input signal is 
mixed with a local oscillator signal to produce an 
IF signal. Frequency demodulation is then 
achieved with an IF discriminator. 

In any of the above circuits, detection may be 
accomplished by merely putting a crystal detector 
at the indicated output . Better signal-to-noise 
ratios, as well as greater AM rejection, can be 
achieved by using a phase comparator between 
the two signals. Implementation of the phase 
detector is shown later, when actual discriminators 
are discussed. The crystal detector has the ad
vantages of simplicity and reliability ; however, 
it has the disadvantage of operating in the worst 
possible portion of the crystal noise spectrum. A 
much smaller detector noise level is obtained by 
using the crystal at an IF frequency as a mixer. 
The IF noise level of a crystal is much lower than 
its video noise level, and the use of IF amplifiers 
reduce the noise contribution of the final video 
detector to an insignificant level . 

DEMODULATED 
F M  

FIGURE 19-4.-Local oscillator-IF discriminator. 
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FIGURE 19-5.--Carrier nulling. 

Two permutations of the above components 
which further increase the performance of the 
discriminator are available. One is to incorporate 
IF sections into the two signal paths, rather than 
merely using them as a low-noise detector. One 
advantage to this method is that the detected 
signal at the lower modulating frequencies is very 
small compared with the sideband levels that 
produced it, because the phase shift between the 
sidebands of the two signals is small. By incorpo
rating the IF sections before the phase comparison, 
the entire sideband is converted to IF with a 
resulting larger signal-to-noise ratio. Obviously, 
the final detector or phase comparator is at the 
intermediate frequency. 

The other permutation is the use of a carrier 
nulling technique (Figure 19-5) . In this scheme 
two signals are produced as if a discriminator 
were being made, except that phase and amplitude 
are adjusted in the two signals so as to cancel the 
carrier. This has the effect of raising the sideband
to-carrier power ratio by almost the same factor 
to which the carrier was nulled. Then, by increas
ing the input power to raise the carrier up to the 
same level as used in the non-nulling discriminator. 

CIRCULATOR HYBRID TYPE 

FIGURE 19-6.-Dc pound discriminator. 

FIGURE 19-7.-Carrier null, IF discriminator. 

an apparent increase of the modulating index is 
achieved. The combining of the two signals in this 
manner reduces the net phase shift of the sideband 
by roughly one-half, but this is a slight effect 
compared with the factor of 100 or more that is 
gained by carrier nulling. 

Typical discriminator circuits are shown in the 
next figures. The Pound discriminator (Figure 
19--6) , used at Raytheon for many years because 
of its ease of operation, has a noise level of about 
! cps per kilocycle bandwidth at 1-kc modulating 
frequency, to about one-tenth of that at 100-kc 
modulating frequency. It uses the reactance cavity 
with video crystal detectors. The figure shows the 
technique used to obtain a balanced phase detector 
output from what earlier appeared to be a single 
output circuit. 

The transmission cavity approach, along with 
the IF and carrier nulling permutations, are used 
in the Raytheon high-performance discriminator 
(Figure 19-7) , having a noise level of about 0.01 
cps per kilocycle. This illustrates the fact that 
the carrier nulling circuit is not a discriminator, 

FM 

>---..--14 .... AM 

FIGURE 19-5.-Allscott, Varian discriminator. 
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but merely serves a& the dispersive element. The 
same approach, with a reactance cavity, is shown 
in the Allscott equipment (Figure 19-8) , having 
a noise level of about 0.06 cps per kilocycle. The 
dual mode discriminator is commonly found as the 
STALO frequency degenerating feedback sensor. 

VIDEO SIGNAL PROCESSING 

Signal processing after detection is a matter 
that is usually determined by the requirements of 
the system application. Nevertheless, the process
ing equipment invariably consists of video ampli
fiers, bandwidth limiting filters, and some type of 
voltage sensor. Sometimes, the total noise within 
the video bandwidth only is required ; therefore 
broadband fixed filters are used. At other times, a 
series of measurements will be taken across the 
video bandwidth in a narrower filter. This has the 
advantage of showing t he spectral shape of the 
noise rat her than just a total noise content. 
Presently, several laboratories arc attempting to 
standardize this narrower band to 1 kilocycle, 
although other bandwidths are used, especially at 
video frequencies below 1 kilocyele, where narrow 
bandwidths are obviously required. 

One available device, the spect rum analyzer, 
bandwidth-limit s  and detects in a single instru
ment. Otherwise, a great variety of instruments, 
such as true rms voltmeters, oscilloscopes, wave 
analyzers, etc. ,  are used. 

PULSE APPLICATION 

All above applies directly only to CW measure
ments. Measurements on a pulse system are more 
difficult t o  perform because of equipment limita
tions. The direct approach for pulsed signals is 
to filter out all the pulse sidebands except the 
carrier. The measurements are then made as if it 
were a CW system. This filtering rarely can be 
accomplished at microwave frequencies, however ; 
so a detector is required that has a wide dynamic 
range. III this manner, the noise sidebands can 
be observed without producing an overload situa
tion at the detector input, where all the pulse 
sidebands will be foulld. If the same detector 
input power is used, thclI the carrier is reduced, 
compared with the CW eas(;, with the accompany
ing rrduetiol\ in sensitivity. If the same carrier 
level is used, the crystals frequcntly are unable 

to handle the total power of the carrier and all 
the pulse sidebands. 

AMPLITUDE MODULATION 

A brief discussion on amplitude modulation is 
appropriate at this point. The video detector for 
AM is a simple crystal detector ; but, in the more 
refined discriminators, AM is measured as well as 
FM-howeve;, with a 90-degree phase shift intro
duced into one signal path. This has no bearing 
on the subject of this symposium but is very 
convenient when constructing test equipment to 
measure both AM and FM. 

PRECAUTIONS 

An important point gained from our experience 
in producing various noise measuring equipment 
is that the details of construction are as important 
as the type of discriminator used. All discrimi
nators with the phase comparator detection can 
be made AM-insensitive ; but the degree of in
sensitivity is controlled by such bothersome details 
as microwave mismatches, closeness of the match 
between the two crystals, etc. Similarly, the net 
discriminator sensitivity is not only a function of 
the cavity Q and power level but also of such 
secondary parameters as the coupling between 
the cavity and the transmission line. Needless to 
say, noise levels in all portions of any equipment 
must be controlled' if maximum sensitivity is to 
be realized. 

CALIBRATION 

Calibration is generally a problem in any micro
wave discriminator, except the LO-IF discrimi
nator, where a point-by-point voltage versus fre
quency plot may be made. The commonest cali
bration techniques are : ( 1 )  the substitution method, 
where a specific video signal is substituted for the 
discriminator output ; (2) the comparison method, 
where a microwave discriminator is compared with 
a directly calibrated LO-IF discriminator ; and 
(3) the Bessel null method, where a linearly 
modulating source is modulated at the index 
which produces the first carrier null. This index 
is 2.405 and may be detC'rmined through the use 
of a microwave spectrum analyzer, The first 
method is not safe because the microwave com
ponents are not included in the calibration, The 
other two methods may be employed to an 
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accuracy within ! db, if care is taken. Raytheon 
uses a fourth technique, which employs a ferrite 
rotator to produce sidebands in a line separate 
from the line containing the carrier. The relative 
amplitudes 

be 

of the carrier and sidebands therefore 
are independently adjustable, so any index may 

made using a power measurement as the pri
mary accuracy-determining factor. The accuracy 
of this device is about 0.2 db. 

DEY AILED ANALYSES 

The bibliography lists sources that deal with 
these devices in detail. 
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20. SHORT-TERM STABILITY MEASUREMENT 
TECHNIQUES AND RESULTS 

R. H. HOLMAN AND L. J. PACIOREK 

Syracuse University Research Corporation 

Syracuse, New York 

In applications where there is a need for short-term frequency stability or spectral purity in 
microwave sources, we have found it practical to measure this property by means of spectral plots 
and by fine discrimination techniques. Frequency variations which occur over periods of less than 
1 millisecond to about 1 second have been of major concern. 

Four techniques (including the traditional short-term stability measurement) used to measure 
short-term perturbations or noise in a source are described, and the relations existing are discussed. 
The technique using a spectral plot or wave analysis is the one primarily used; and typical meas
urement results on the outputs of  devices such as a crystal frequency standard. multiplier chains 
a traveling wave tube (TWT) and the helium-neon (He-Ne) gas laser are shown. 

The Syracuse University Research Corporation 
(SURC) became involved with the specification 
of STAble Local Oscillators (stalos) for Doppler 
radar applications about 5 years ago. This work 
led to the development of stable microwave 
sources which were tunable and had the short
term stability of a crystal oscillator. Oscillators 
and multipliers were needed for this source de
velopment ; therefore, the task of designiI).g thcs. 
units with short-term stability as the prime ob
jectives was undertaken. The problem of how to 
specify and measure stability, faced early in this 
work, resulted in the establishment of a facility 
for oscillator noise measurement. This measure
ment facility is continuously being improved. At 
present, quartz crystal frequency standard oscil
lators are used as the reference ; however, the 
addition of ammonia masers to the measurement 
facility in the near future will give us a greater 
capability in oscillator stability measurement. 
Our quest for stable low-noise oscillators led to 
the investigation of the spectral characteristics 
of CW lasers to determine the feasibility of using 
the output as a short-term frequency standard 
for microwave frequencies. 

Four of the techniques used at SURC to meas
ure short-term perturbations or noise in oscil-
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lators will be described, and the relations existing 
will be discussed. One of them is the traditional 
short-term stability measurement. However, since 
our application called for spectral purity, most 
of the tests were obtained by measuring the spec
trum. Typical results will be displayed, and the 
work with the He-Ne laser will be discussed. 

TECHNIQUES FOR MEASUREMENT OF 

SHORT-TERM INSTABILITIES 

The reason for measuring the stability of a 
.30urce is to provide data that will lead to the 
selection of the best source for a particular ap
plication or to provide a check of a system or 
signal source. The data should be in a form that 
is easy for the user to interpret. For example, the 
system designer may require a source having 
good spectral purity, and the amount of energy 
in the sidebands near the carrier could be im
portant. The data in this case should be in the 
form of a spectral plot. On the other hand, if the 
source were used in a system where the rms fre
quency deviation is important-such as in a 
counter, the data would be useful in a form relat
ing stability to integration time. It is possible 
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that a system designer may wish to predict the 
output of a frequency or phase discriminator in 
order to specify the residual noise in a system. 
In this case, the output from a discriminator 
would be of interest. From these examples, it is 
clear that different applications of a source re
quire different data; as a result, the data should 
be presented in a form useful to the user. 

At least six techniques to measure short-term 
instabilities of a source have been used at SURe. 
Four of these techniques will be discussed, and 
are shown in block diagram form in Figure 20-1 .  
In many cases, the test oscillator i s  multiplied 
and beat against the multiplied output of a 
reference oscillator. The test oscillator is offset 
slightly in frequency to obtain a beat frequency 
out of the mixer. The first technique shown, 
termed here as the Fractional rms Frequency 
Deviation , is the traditional short-term stability 
test uscd by many. In this test, fractional rms 
frequcney deviation is obtained as a function of 
averagil lg time. The second technique, termed 
th(� Frcqllcncy Disturbance Waveform Cumulative 

Power Spectrum, for many years has been used 
to measure the short-term instabilities in MTI 
radar stalos. A military test set called the UPM-72 
was developed with this technique. In this 
method, a sensitive calibrated discriminator is 
used to measure the energy in the waveform of 
the frequency disturbance. The third technique, 
called the Frequency Disturbance Waveforrn Power 
Spectral Density, is a variation of the second 
technique. The Power Spectral Density M easure
rnent is the fourth technique employed. It is 
the measurement recently called the "spectral 
purity" by many. In our application, the spec
trum of a source is most important ; therefore, the 
spectral density technique is generally used at 
SURe ; it was described by Barnes and Mockler 
in 1960 (Reference 1 ) .  

There are other techniques that could be added 
to the list. For instance, at SURe a phase dis
criminator has been, at times, substituted for the 
frequcncy discriminators in techniques 2 and :3 . 
These have not bcen induded for the sake of 
brevity. 
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Sample results of the four techniques are shown 
in Figure 20-2. 

Technique 1 :  Fractional rms Frequency Deviation 

In this technique, many measurements of a 
frequency are taken for a fixed averaging time, 
and the rms frequency deviation of the sample 
of N measurements is calculated. The result is 
one point on the curve shown ; other points are 
obtained by changing the averaging time. The 
result is a plot relating rms frequency deviation 
to averaging time ; this is commonly called the 
short-term stability measurement. Usually, only a 
few points are measured on the curve to specify 
the source stability ; as a result, the plot does not 
describe the source in detail. This is unfortunate, 
because a more detailed plot would be more useful 
in diagnosing a source. 

Technique 2: Frequency Disturbance Waveform 

Cumulative Power Spectrum 

In this technique, a sensitive calibrated dis
criminator is followed by a variable cutoff fre
quency low-pass filter and then a true rms meter. 
The meter can be calibrated to indicate rms fre
quency deviation. The results can be plotted 
relating rms frequency deviation to cutoff fre
quency. For a given cutoff frequency, the energy 
in the disturbance waveform below the cutoff 
frequency is measured. Thus, by varying the 
cutoff, a plot of rms frequency deviation versus 
cutoff is obtained. Since the discriminator is 
calibrated, the output is a measure of the side
band energy of a source. 

To relate this to the first technique, the ordinate 
( !::.j rms) ean be divided by j, the carrier fre
quency, to obtain fractional rms frequency devia-



240 SHORT-TERM FR

FIGURE 2�3.-Setup for frequency standard tests. 
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tion. The ordinate is now identical to that of 
Technique 1. The abscissa can be expressed as the 
time constant of the low-pass filter. In this form, 
the two plots are related. 

The advantage of this method over Method 1 
is the ease of obtaining points at high cutoff fre
quencies that correspond to short averaging times, 
which are difficult to obtain in Technique 1 .  

Technique 3: Frequency Disturbance Waveform 

Power Spectral Density 

In Technique 3, the frequency disturbance 
waveform out of the discriminator is wave
analyzed, giving the spectral power density of the 
disturbance waveform. If the energies of each of 
the frequency increments in the disturbance wave
form are independent, this plot is related to the 
result of Technique 2. In fact, the plot of Tech
nique 3 is the derivative of the plot of Technique 2 .  

The advantage of  this method (and Method 4 
as well) is the ease of obtaining detailed results. 
These detailed results have proven useful in the 
development of evaluation of oscillators. 

Technique 4: Power Spectral Density 

In Technique 4, a high-resolution spectrum 
analyzer is used to obtain the power spectral 
density of the source with its sideband energy. 
This measurement recently has become popular, 
since the results are highly descriptive of a source 
and are easily obtained. As mentioned previously, 
this is the method generally used at SURe. 

Relation Between Technique 2 and Technique 3 

We will next show how the power spectrum is 
related to the power density spectrum of the fre-

quency disturbance waveform, the result of Test 3. 
Assume that there are no amplitude variations 
and that the power spectrum is symmetrical. 

For the purpose of drawing the desired relation, 
assume that the result of Technique 3, the spectral 
density of the disturbance waveform, is known. 
If an increment of frequency of the disturbance is 
considered a sinusoidal modulation component at 
a frequency fm of a peak deviation of I:.f, obtained 
from the discriminator constant, we can apply 
FM theory. Furthermore, if we assume I:.f/fm 
(the modulation index) is much less than 1 
(a reasonable assumption for a quality oscil
lator) ,  we can apply narrow-band FM theory. 
FM theory gives us Equation 1 ,  which relates 
carrier sideband energy in a ratio of the carrier 
energy to this modulation component. Applying 
narrow-band theory results in Equation 2. The 
final simple result is given in Equation 3. Note 
that a discrete frequency disturbance component 
from Technique 3 at a frequency fm accounts for 
a pair of sideband compon

' 0  

ents to the carrier. 
This result (3)  allows simple superposition 
to be applied such th",t the Frequency Dis
turbance Waveform Power Spectral Density can 
be mapped to obtain the carrier sideband power 
spectral density, 

PSB !.l(m,) + J 2Sm,) + JlSm,) + 
= 2 . . .  ( 1 )  

Pc 

where 

If m,«l ,  the Bessel functions can be approxi
mated by 

Jo (m,) = 1 ,  

J1 (m,) = !m" 

(2) 

resulting in 

PSB/Pc = J12 (m,) = im/; 

or, in terms of voltage, which is the form in which 
most analyzers present the data : 

(3) 

INSTRUMENTATION FOR SPECTRAL PLOTS 

In all the tests, the source output frequency is 
translated down to a frequency where a narrow 
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crystal filter can be employed. Since the crystal 
filter frequency cannot be changed, the beat to 
be analyzed must be varied to move the spectrum 
through the filter. A commercial wave analyzer is 
used which incorporates a swept Local Oscillator 
(La) in the audio range, and a crystal filter. The 
filter bandwidth is 10  cps, and the range of fre
quencies that can be swept is 0 to 20 kc . 

OSCILLATOR 

The test setup for comparing 
ards in the 5-Mc range 
The output from each 

is 

TESTS 

frequency stand
shown in Figure 20-3. 

standard under test is 
multiplied to 1000 Mc. One of the signals is then 
offset by a 30-Mc crystal oscillator, and the 
resulting signal at 1030 Mc or 970 Mc is filtered 
and fed to a mixer, where it is mixed with the 
1000 Mc from the other source. The resulting 
30-Mc signal is amplified in a low-noise pre
amplifier and mixed with a 30.01O-Mc crystal 
oscillator to obtain a 100kc beat that is wave-

analyzed. Figure 20-4 shows the spectral plot of 
the beat between two 5-Mc quartz crystal fre
quency standard oscillators. Two atomic fre
quency standards were substituted for the quartz 
oscillators, resulting in the plot of Figure 20-5. 
This plot illustrates the utility of the spectral 
technique in diagnosing system ills. In this case, 
the high sidebands were caused by a faulty servo 
system in the frequency lock loop of the flywheel 
oscillator. 

In the development of oscillators, the spectral 
technique has been used as a diagnostic tool. For 
example, Figure 20-6 shows the schematic of a 
simple crystal oscillator, and the resulting spec
trum after multiplication to 3000 Mc and beat 
against a harmonic of a crystal reference oscillator. 
The oscillator was modified by putting an emitter 
follower into the circuit to drive the crystal from 
a lower impedance source. Figure 20-7 shows the 
resulting plot. Comparing the 60-cycle sidebands 
in both plots indicates a reduction of 15 db in 
the emitter coupled circuit. In laying out an 
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oscillator, it is important to keep the intercon
necting wires as short as possible to reduce the 
hum pickup. To exemplify this, a clip lead was 
attached to a wire in the oscillator circuit ; the 
resulting spcctrum is shown in Figure 20-8. A 
comparison of Figure 20-8 and Figure 20-·7 clearly 
indicates the importance of proper circuit layout. 

Onc 
MULTIPLIER 

technique for obtaining a stable source at 
microwave frequencies is to multiply the output 
of a low-frequency « 100 Mc) crystal oscillator. 
It is possible that the multiplier could degrade 
the signal from the oscillator. When evaluating 
multipliers, the basic idea is to drive two identical 
units with the same source. Thus, the cont: i
bution of the driving source tends to be reduced 
in the resulting plot. Figure 20-9 shows a typical 
setup for multiplier testing. 

A phase-locked multiplier ( X 20) was evaluated
and the bandwidth of the phase-lock loop wa� 

. 

varied . Figure 20-10 shows the spectral plot 
when two multipliers were driven commonly 
from the same 5-Mc frequency standard . The 
bandwidth of the phase-lock loop was changed 
from 500 cycles to 50 cycles, and then to ,1") cycles. 
The results shown in Figure 20- 1 1  and Figure 
20-12 indicate that an improvement in signal
to-noise level can be obtained by a phase-locked 
multiplier. The multipliers contained vacuum 
tubes. A similar experiment with tram;istor multi
pliers also was performed . Figure 20-13 shows the 
plot of a wide-band transistor multiplier, and 
Figure 20-14  shows the resulting spectrum of a 
narrow bandwidth (50 cps) phase-lock-loop tran
sistor multiplier. 

TWT AMPLIFIER TESTING 

A block diagram of the test setup for amplifier 
evaluation is shown in Figure 20-15. III this case, 
a TWT amplifier was tested. A stable source was 
fed to a :�-db coupler. The signal from one port is 
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otIset by 30 Mc, and the other signal is fed di
rectly to the TWT amplifier and a variable 
attenuator. The TWT-attenuator channel can be 
bypassed with a cable. A control plot taken with
out the TWT is shown in Figure 20-16b. The 
TWT was switched in and the attenuator ad
justed for the same signal level into the mixer ; 
Figure 2(}-16a shows the resulting plot. A com
parison clearly indicates the amount of hum and 
noise introduced by this particular TWT ampli-

fier. In this case, most of the noise is attributed 
to a poor power supply. 

RESUL TS OF EV ALUA TING A CW LASER 

A CW laser can be adjusted so that the output 
contains many frequency components, as shown 
in Figure 20-17. The frequency difference be
tween components is given by 

!J.f= (c/2L) + pulling term, 

where 

c =speed of light, 

L = laser cavity length. 

By feeding the laser output into a photo multi
plier tube, mixing occurs; and the output of the 
photo multiplier will be equal to !J.j. For practical 
lasers, the length of the cavity is such that the 
frequency out of the photo multiplier is in the 
microwave region. In the laser at SURC, the beat 
frequency is about 240 Mc. This beat was trans
lated to 10 kc, and a spectral plot of the output 
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, , �  
CRYSTAL 
SOURCE 

FIGURE 2Q--15.-Test setup for amplifier evaluation. 

was taken ; Figure 20-18 shows the resulting 
spectral plot. This spectral plot is poor compared 
with the plots obtained from crystal sources. 

To stabilizc the laser self-beat, a phase-lock 
loop was assembled as shown in Figure 20-19. 
The l ight frequencies of the laser were mixed in a 
photo multiplier and the resulting signal mixed 
with a crystal oscillator harmonic to get a 30-
Me beat that was amplified and fed to a phase 

FREQUENCY-
o .  RC A 686' AT NEARLY b_ CONTROL PLOT 

FULL GAIN 

FIGURE 2Q--16.-Incidental modulation in a low-noise 
solenoid TWT. 

discriminator. The reference for the phase de
tector was a 30-Mc crystal oscillator. The resultant 
correction signal out of the discriminator was 
used to change the length of the laser cavity by 
means of the rear mirror mounted on a PZT 
crystal. Once phase-locked to the crystal refer
ence, the plot in Figure 20-20 was obtained-a 
considerable improvement over the plot obtained 
in the unlocked mode. 

- 1  Gc 

tM-j M oJt 
3 db 

-)[A -�A 
L-______ � -- -----

2 x l 0 16 / CpS 
FREQUENCY 

FIGURE 2Q--17.-Laser spectrum. 

CONCLUSION 

The methods used to measure short-term sta
bility at SURe have been described, and some 
comparison betwecn methods has been shown. 
Typical results using the spectral technique have 
been presented. This technique was used mostly 
because of the large dynamic range possible with 
an audio spectrograph and because of the ultimate 
use of the data, which ealled for speetral purity. 
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21.  SELF-CALIBRATING AND SELF-CHECKING 
INSTRUMENTATION FOR MEASUREMENT 
OF THE SHORT - TERM FREQUENCY 
STABILITY OF MICROW AVE SOU RCE S* 

C. H. GRAULING JR., AND D. J. HEALEY III 

Westinghouse Electric Corporation 

Baltimore, Maryland 

The short-term frequency stability of a phase-stable source, or stalo, is best expressed in 
terms of sideband levels. This paper discusses the apparatus that is employed to measure a spectral 
density of - 1 1 5  db/cps at 1000 cps from the carrier frequency at X-band. A passive reference is 
employed, although use of an active reference source is considered. Two types of passive measur
ing apparatus are discussed in detail : the RRE discriminator, and a Westinghouse-cieveloped test 
set. The latter provides a number of significant features that are not obtained with the RRE dis
criminator ; for example, the capability of direct calibration, direct determination of the limiting 
sensitivity, and the measurement of intentional modulation appearing on the source. 

Specification of short-term frequency stability, 
averaging times less than 1 millisecond, is usually 
more meaningful to users when the stability is 
expressed in terms of modulation sidebands or 
spectrum distribution rather than in terms of the 
linewidth or the fractional frequency stability. 
The latter, however, is still frequently given as a 
measure of stability, although it has significance 
only when the averaging time is greater than 
several seconds. 

Measurement of short-term frequency sta
bility therefore requires apparatus which can 
analyze the spectrum of the signal near the 
carrier. This paper will discuss several methods 
that might be considered and will describe in 
some detail the approach used by Westinghouse 
in the design of a test set for this purpose, suitable 
for field use by relatively unskilled personnel. 

The signals to be measured have such stability 
that they may be represented as a very narrow 
carrier line surrounded by low-level noise side-

*This paper is based on work that was performed in 
connection with Bureau of Naval Weapons Contract 
NOw 63-o280/di. 
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bands, the total power content of the sidebands 
being very small compared with that of the 
carrier itself. A suitable test set is, then, one 
which measures the sideband energy in a pre
scribed bandwidth over a frequency range corre
sponding to the modulation frequencies of interest. 

The desired sensitivity of such a test set to 
satisfy current as well as anticipated future needs 
at Westinghouse is - 1 15 db/cps of bandwidth 
for frequencies 1000 cps and greater from the 
carrier. At frequencies below 1000 cps, reduced 
sensitivity can be tolerated. 

In many cases the amount of power available 
from the source for the measurement of source 
stability is rather small, and the test set should 
desirably provide the sensitivity of - 1 15  db/cps 
with input signals on the order of a few milliwatts. 

An important requirement for any test set of 
this sort is that calibrating and checking features 
be provided. These functions should be operable 
when the expected signals are present in the 
equipment. Finally, operation of the test set 
should be simple, so that a relatively unskilled 
operator can obtain reliable measurements of the 
stability of the source under test. 
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FIGURE 21-1 .-Microwave stalo as active reference 
source. 

SHORT-TERM FREQUENCY STABILITY 

MEASUREMENT TECHNIQUES 

All of the possible stability mcasuring devices 
havc OIlC feature in common : The signal to be 
measured is compared with some form of local 
reference. and any differcnces between signal and 
referencc arc read out as a mcasure of thc short
term stability . The local referellce may be all 
active source, sueh as a stalo of known charac
tcristics, or a passive device, such as a cavity 
resonator. 

Test scts using a passive refercnce form the 
subjeet of the next two sections and will not bc 
discussed furthcr at this timc. 

The active refercncc is rcadily utilizcd in a 
phase-lock loop controlled by the signal to be 
measured. Figures 2 1-1 and 2 1-2 show simplified 
block diagrams for such test apparatus. Figure 
21-1 shows a microwave stalo as an active refer
ence source .  The stalo cmploys a Travcling Wave 
Tube (TWT) and a resonant cavity as an oscil
lating loop. Figure 21-2 shows a crystal oscillator 
and harmonic generator as the active reference 
source. The usc of an active referencc has the 
advantage of providing a dircct phase eomparison 
between the reference standard and the unknown 
frequency ; it docs Ilot introduce effcctive at
tenuation of the sidebands to bc mcasured , as 
occurs in the usc of a passive reference. 

The problem, however, is that the measured 
output can be no better than the active reference ; 
and the state of the art has not progressed to the 
point where "standard stalos" having perform
ance eharaetl'risti('s significantly better than those 

required from the source undcr measurement can 
be made available. 

The evaluation of a highly phase stable source, 
therefore, usually involves intercomparison of 
three identical units. Consequently, measure
ment of sources that may be operated at any 
frequency in a band such as X-band would be 
extremely costly. In addition, field testing with
out a proecdure to check the standard could not 
be tolerated. 

Theoretical calculations indicate that the TWT 
stalo may give adequate performance; but no 
experimental data to substantiate the theory, at 
the sideband levcls of interest, arc known to 
exist. A companion paper (Reference 1 )  indicates 
that a crystal oscillator and harmonic gencrator 
should give about the stability required, but it 
cannot be considered a "standard stalo" at the 
present time. 

A significant disadvantage is encountered when 
the signal to be measured contains intentional 
phase or frequf'IlL. · modulation of large index. 
The maximum n.odulatioll index that can be 
satisfactorily measured is limited to approxi
mately 1 radian when additional frequency track
ing loops are not provided . 

THE RRE DISCRIMINATOR 

Principle of Operation 

The most satisfactory technique for measuring 
the angle modulation noise on SHF sources in
volves the use of a microwave frequency dis
criminator, with a video spectrum analyzer for 
measurement of the discriminator output wave-

SOURCE 
TO BE -

MEASURED 

I 

1 _ _ _ _ _ , 
PHASE STABLE ACTIVE SOURCE 

TO VIDEO \..---......_ ... SPECTRUM 

DC AMPL 
LP F ILTER 

ANALYZER 

FIGURE 21-2.-Crystul oscillator and harmonic generator 
as active reference source. 
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form. Of the various discriminators that might 
be employed, those which minimize the carrier 
frequency signal appearing at the input of the 
SHF to audio conversion circuits provide the 
greatest sensitivity. A discriminator that is widely 
used is the RRE discriminator (Royal Radar 
Establishment, Malvern Works, U .  K) . Figure 
21-3 shows the basic configuration of such a 
discriminator. The signal to be measured is 
applied to a waveguide bridge circuit containing a 
matched cavity resonator. Assume that the 3-db 
coupler, cavity resonator, and the load on port 3 
are all perfectly matched. When the cavity 
resonator is tuned precisely to the carrier fre
quency of the source, the signal appearing at 
port 4 of the 3-db coupler is the result of small 
changes in the reflection coefficient as the in
stantaneous frequency changes from the resonant 
frequency of the resonator. Having been dis
dipated in the resonator, the carrier itself will 
not appear at port 4. 

The impedance of the cavity can be expressed as 

Z = Za[I +j(2Aj/BW,, ) ], ( 1 )  

where 

Z = impedance at a particular detuning Aj, 
BW" = unloaded bandwidth of cavity resonator, 

Za = impedance at the resonant frequency of 
the cavity. 

The reflection coefficient is given by 

r = ( Z - Zo) / (Z+Zo) , (2) 

TUNABLE 
CAVI TY RES. 

)-T...,.�_-<>-_--, ........ __ -<2�_---j % 

FIGURE 21-3.-RRE discriminator. 

where 

Z = impedance of cavity, 
Zo = surge impedance of coupler. 

With a perfectly matched cavity, Za = ZO ;  hence, 

A major objective is the measurement of spectra 
which are more than 60 db below the carrier 
power. The highest modulation frequency of 
interest is on the order of 200,000 cps. Now, the 
sideband level for very small sidebands can be 
written as 

Sideband (db) = 20 loglo ( Aj/2jm) , (4) 

where 

Ai=peak deviation of thc carrier frequency, 
im = modulating frequency causing this peak 

deviation ; 

Ai is, then, largest for a given sideband level at 
the highest modulating frequency. Thus, - 60 db 
at 200,000 cps corresponds to a peak deviation 
of 400 cps. 

The cavity resonator has a QL that will typically 
range between 10,000 and 20,000 at X-band. 
This yields a loaded bandwidth 

BW =iO/QL =500 kc to 1 Mc, (5) 

and an unloaded bandwidth half this value. 
For most measurements, therefore, the second 
term of the denom�nator in Equation 3 is smal l ;  
and the peak reflection coefficient I S  essentially 

r =2Aj/BW. (6)  

In practice, Za is  not precisely equal to Zoo 
The small mismatch that is encountered is ac
commodated by the short-circuited attenuator 
connected to port 3 of the 3-db coupler shown in 
Figure 21-3. 

The magnitude and phase of the mismatch at 
port 3 is controlled by the variable attenuator 
and by the position of the sliding short circuit, 
respectively. Adjustment of these two parameters 
is made to produce a small reflection that is 
anti phased at port 4 with that resulting from the 
coupler and cavity mismatch when Ai =0. 



256 SHORT-TERM FREQUENCY STABILITY 

The signal from port 4 is a double-sideband 
suppressed carrier signal representing the phase 
noise of the source under measurement, provided 
the amplitude noise on the source is much less 
than the phase noise. The amplitude of the signal 
is directly proportional to the frequency deviation 
of the carrier when the deviation is small. It also 
is directly proportional to both the loaded Q of 
the cavity resonator and the signal level at port 1 
of the coupler. 

The modulating signal waveform is obtained 
by applying both the bridge output and carrier 
signals to an "I" product detector. A spectrum 
analysis of the demodulated waveform then yields 
the frequency deviation spectrum when the AM 
spectrum is less than the PM spectrum. 

Ultimate Sensitivity 

As shown in Figure 2 1-3, the double-sideband 
suppressed carrier signal is applied to a frequcncy 
changcr which converts the frequency to an HF 
or VHF intermediate frequency. The signal di
rectly from the source also is applied to a similar 
frequency changer for the purpose of obtaining 
the carrier (as well as its sidebands) for reinser
tion. An auxiliary oscillator (SHF oscillator) is 
used in common to both frequency changers. 

The signals from the frequency changers are 
separately amplified and applied to a product 
detector, which is operated as an "I or syn
chronous detector to recover the modulation 

" 

waveform corresponding to the incidental noise 
modulation of the source under test. 

Envelope detectors are provided to monitor 
the signal appearing at the inputs to the product 
detector. A diode detector monitors the reinserted 
carrier level, which is read on Ml .  Another diode 
detector monitors the suppressed carrier signal 
channel ; but, since the modulation sidebands are 
small, the meter M2 will show a deflection only 
when significant carrier appears at port 4 of the 
3-db coupler. M2 is therefore basically used as 
a null indication for proper tuning of the tunable 
cavity resonator and adjustment of attenuator A2 
and short SS. The sensitivity of the discriminator 
output of the product detector-when phase 
shifter PS is adjusted for "I" detection-may 
be determined by monitoring the voltage of the 
reinserted carrier by means of Ml and by knowing 

the cavity QL as well as the gains or losses of the 
IF amplifiers, frequency changers, product de
tector, microwave transmission path, and at
tenuator A3. 

The characteristic of the measuring apparatus 
can be expressed as 

(7 )  

where 

VI = voltage at the reference detector as read 
on Ml ,  

K = constant accounting for the transmission 
losses and gains noted above, 

QL = loaded quality factor of the tunable micro
wave resonator, 

fo = carrier frequency, 
.1f = peak deviation of the carrier frequency 

atfm. 

Assume that the group delays of the two chan
nels from frequency changers to product detector, 
including network associated with the product 
detector, are cxacLy identical ; then the noise of 
the auxiliary oscillator is suppressed, and the 
minimum value of .1f  

ou t 
that can be measured is 

determined when V equals thermal noise. 
When 

Vout  = yT n o ise,  

(8) 

where 

Br =3-db bandwidth of the tunable cavity 
resonator, 

Ba =noise bandwidth of the analyzer, 
( S/N) maI = maximum signal-to-noise ratio that is 

obtainable at the product detector 
output per cps (voltage) . 

Br is fixed at a value between 500 kc and 1 Me 
to provide measurements over the desired mod
ulating frequency spectrum. The maximum SIN 
depends on the noise-carrier intermodulation 
occurring in the signal channel. As noted in a 
previous paper (Reference 2 ) , a typieal SIN 
of a signal channel as shown in Figure 2 1-3 is 
about 137 db/cps. 

In praetice it is found that, without special 
feedback techniques, manual adjustment of the 
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tunable cavity resonator permits about 40 db 
carrier rejection to be realized when measuring 
sources having moderately good long-term sta
bility (i.e. , averaging over times greater than 1 
second) . For such conditions the minimum fre
quency deviation in a I-cps bandwidth is then 

( HJ6) ( 1 )  
A/min = 1 = 

20 
1 .4 X 10-3 CpS. 

an t·l I OgIO ( 13 
7 

+4 0) 

The ultimate sensitivity is 0.014 cps in a 100-
cps 

(9

analyzer bandwidth, and 0.044 cps in a 

) 

WOO-cps bandwidth. 
When greater sensitivity is needed, the carrier 

signal at port 4 of the 3-db coupler must be further 
attenuated. Using feedback techniques to control 
the resonator tuning, 60 db of carrier rejection 
might be realized. This would increase the sensi
tivity by a factor of 10 times, provided the input 
signal under measurement is increased by 20 db. 
It was stated in the introduction to this paper 
that the requirements at Westinghouse are for 
measurement to - 1 15 db/cps at 1000 cps /m. 
This corresponds to 0.00358 cps peak deviation 
and, as seen by the above discussion, can be 
realized with manual tuning of the resonator pro
vided adequate power is available from the 
source. 

Calibration 

Calibration of the RRE discriminator is best 
accomplished by providing a modulating signal 
to modulate the source under test. This tech
nique can, of course, be employed only if the 
device under test can be modulated and has a 
linear modulation characteristic. The modulation 
signal is increased until a microwave spectrum 
analyzer shows that the carrier vanishes. For this 
condition, 

A/=2.405/m, ( 10) 

where 

2.405 = argument of the zero-order Bessel func
tion of the first kind for which the 
function first becomes zero, 

A/ = peak deviation, 
/m = modulating frequency. 

CALIBRATION 
SI GNAL FM OR PM 

MODULATED REFERENCE 
( TYPICAL fm"ZOkc) CARR I ER CHAN. 

m_: l1f = 2.405 
--u fm 

FIGURE 21-4.-Use of components in discriminator for 
microwave spectrum analyzer to permit modulation 
index of calibrating signal to be set to 2.405. 

When the source under test and the auxiliary 
oscillator provide fairly good long-term fre
quency stability, it is possible to use the reference 
channel as the spectrum analyzer by applying an 
IF swept frequency oscillator as the carrier switch
ing signal to the product detector and the reference 
IF as the signal spectrum. Figure 21-4 shows the 
arrangement that is used. Typical instabilities 
necessitate that the spectrum display be about 
200 to 500 kc and modulation frequencies greater 
than 20 kc to avoid operator confusion in ad
j usting the modulation index to 2.405. A pre
cision audio attenuator is employed to reduce the 
modulating signal so that the deviation is within 
the dynamic range of the analyzer used to measure 
the product detector output. This is readily ad
j usted to any particular A/ once the modulation 
level to produce 2.405 /m has been established. 

Alternatively, a standard source may be used 
when the source under test cannot be modulated, 
or measured values of gains QL and attenuator A3 
used to establish a calibration number. A direct 
calibration using the source under test is, how
ever, preferable. 

Measurement (Calibration) to Establish 

Ultimate Sensitivity 

It is not possible to make a direct determination 
of ultimate sensitivity. If a noise tube is intro
duced to make the measurement, an optimistic 
figure is obtained since the residual carrier from 
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port 4 of the coupler is not present. The effective 
noise figure at the particular analyzer frequency 
band therefore is not determined. an IF crystal 
oscillator is used to introduce the 

If 
residual carrier 

voltage, the limitation caused by noise on the SHF 
auxiliary oscillator is not measured. 

There are two commercially available test sets 
that employ the arrangement shown in Figure 
2 1-3. In both of these test sets, the IF amplifier
product detector circuits are of poor design, so 
that considerable differential group delay is 
exhibited. As a result, serious limitation of ulti
mate sensitivity occurs because of angle modula

the 

tion 

IF 

noise appearing on the auxiliary oscillator 
unless an AFC or APC loop is employed to force 

frequency to remain constant. With such 
AFC circuitry, suppression of auxiliary oscil
lator noise of greater than 60 db over the modula
tion frequency band of interest has been measured. 
With AFC, a gas tube and IF oscillator can be 
employed to estimate the ultimate sensitivity . 

Amplitude Modulation Measurement 

AM noise can be determined by measurement 
of both the carrier level and the fluctuations from 
the refcrence detector, provided the AM noise 
exceeds the ultimate sensitivity imposed by the 
effective noise figure in the analyzer frequency 
band at which measurement is made. Measure
ments show that almost all the microwave sources 
measured at X-band indicate - 126 db in a 
lOO-cps bandwidth at a WOO-cps modulating 
frequency, and - 134 db in a 100-cps bandwidth 
at 150,OOO-cps modulating frequency. This, then, 
apparently is the instrumentation noise ; and one 
must conclude that we have not in fact been 
able to measure the AM noise of the sources 
under test. 

A 
Limitations 

limitation encountered with use of passive 
references is that they respond not only to angle 
modulation 
The 

but also to amplitude modulation. 

that 

basic purpose of the reference is to operate 
011 the input signal to produce a modified signal 

can be cross-correlated against the input 

( in the product detector) to recover a particular 
modulation on the reference. In the case of the 
RRE discriminator, the output from the bridge 
may be considered as a pair of double-sideband 
suppressed carrier (DSSC) signals representing 
the PM and AM sidebands on the input, along 
with a replica of the input which has been at
tenuated and phase-shifted . The latter signal is 
the result of imperfect bridge balance. Since the 
effective carrier cancellation is between 20 and 
40 db without additional feedback techniques, 
sidebands only 20 to 40 db below the input can 
exist on the bridge output. The PM sidebands 
on this uncancelled signal cause no trouble, but 
the AM sidebands may present a problem. 
phasing is proper, 

"I" 
additional suppression will be 

If 

obtained in the detector ; however, the ad
ditional suppression is a function of the manner 
in which the microwave bridge unbalance occurs, 
and it may not be obtained. The discriminator 
provides a sensitivity � V 1 �f which is a constant 
for small �f, independent of modulating frequency. 
Thus, for a constant sideband level the output is 
proportional to the modulation frequency ,  since 
for constant sideband level �flfm is constant. 
This amounts to a reduction in the FM or PM 
sidebands appearing on the source by the con
version characteristic of the bridge, which pro
duces an effective attenuation of 2fml BW to the 
low-frequency input sidebands while creating a 
signal suitable for demodulation. 

At a low modulating frequency fm measurement 
of the angle noise on the source, therefore, be
comes difficult when bridge unbalance exists and 
the AM on the source is significant. As an ex
ample, consider the case when the modulating 
frequency is 

1 
1000 cps and the cavity bandwidth 

is Me. The sidebands from the bridge repre
senting the FM on the source at WOO-cps fm 
are attenuated by 

20 10glO [ ( 1 ,000,000) 1 (2) ( 1000) J  = .�4 db 

relative to those on the source. If the AM side
bands on the source were equal to the FM side
bands, the bridge balance would need to be 
greater than GO db to insure measurement of the 
FM-assuming the worst case of no additional 
suppression in the "I" detector. Thus, for the 
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typical 40-db balance, it would be necessary that 
the 
1000 

AM be more than 20 db below the FM at 
cps from the carrier of the source under 

test to insure measurement of the FM sidebands. 
As noted, the manner in which the unbalance 

occurs is important. By further adjustment of 
the three variables-cavity tuning, attenuator 
A2, and the sliding short SS--it is possible to 
realize additional discrimination as a result of 
the quad rating property of the "I" detector ; 
however, practical use of such critical adjustment 
requires that a proper sensing technique be 
provided. 

Another serious problem is the dimensional in:. 
stability of the discriminator in the presence of 
vibration and acoustic environment. Acoustic 
shielding is essential in the Westinghouse Aero
space Division Laboratories to permit measure
ment in excess of - 1 10 db/cps at WOO-cps fm. 

Measurement of a modulated carrier such as en
countered in high PRF pulse Doppler radar sets 
usually is not possible, since the first upper and 
lower sidebands resulting from pulse amplitude 
modulation of the carrier appear at port 4 as a 
residual signal. 

WESTINGHOUSE TEST SET 

Principle of Operation 

This test set utilizes a passive resonant cavity 
as the frequency reference element. In developing 
this set, the following features were considered : 

1 .  Provision. of adequate sensitivity for West
inghouse requirements. 

2. Simplicity of operation, so that trained but 
relatively unskilled personnel can obtain 
reliable measurements with minimum judg
ment on their part. 

3. Incorporation of self-checking and self
calibrating features to maintain performance 
in field usage. 

All signal processing prior to conversion to 
audio frequency is done at microwave frequencies, 
so that no auxiliary microwave oscillators and 
associated power supplies are required in the test 
set. The output from the microwave circuits is 
an audio signal, the detected modulation wave
form, which is examined in a video spectrum 
analyzer. A simplified diagram of the Westing
house test set is shown in Figure 21-5. 
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FIGURE 21-5.-Westinghouse test set. 
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The heart of the test set is a microwave cavity 
resonator and a "Q" product detector. The latter 
consists of a 3-db hybrid and special low-noise 
mixer crystals. The output of the "Q" detector is 
applied to a low-noise audio amplifier. A signal 
from the source to be measured is applied to 
"Test Input A." This signal is routed in two 
paths by the directional coupler. Part of the 
signal power passcs through the cavity resonator 
to one input port of the "Q" detector. The re
maining part of the input signal power is applied 
directly to the second input port of the "Q" 
detector through a variable phase shifter. The 
phase shifter is adjusted so that the output of 
the "Q" detector is zero when the cavity is tuned 
to the frequency of the source under test. When 
!!.f of the source is not zero, the additional phase 
perturbation appearing on the signal which passes 
through the resonator produces an output from 
the "Q" detector which is amplified by the audio 
amplifier. The signal at the output of the audio 
amplifier, representing the angle modulation wave
form, may then be examined by using the spec
trum analyzer. 

In this dis('riminator arrangement, the angle 
modulation noise is converted to a phase modula
tion that ean be demodulated by the "Q" de
tector. Specifically, a DSSC signal which carries 
the desired modulation information is generated. 
These sidebands are attenuated by a factor of 
2fm/ BW plus the insertion loss in the cavity as 
compared with the input PM sidebands. For low 
modulating frequencies, both the AM and PM 
sidebands-as well as the carrier-pass through 
the cavity unchanged (except for some attenua
tion) and are applied to one port of the "Q" 
detector afong with the DSSC signal containing 
the information. Discrimination against AM is 
then provided hy the quad rating property of the 
detector. A separate channel consisting of a 
crystal detector and a separate low-noise audio 
amplifier provides capability for AM measure
ment. This arrangement not only eliminates low
level signal switching but also provides additional 
calibration capability. 

PM

Adjustment and Calibration 

Mea
) 

surement of angle modulation (FM or 
with the test set depends on a frequency-to-

phase conversion the transmission cavity 
resonator. For proper operation, it is necessary 
that the cavity resonator be accurately tuned to 
the carrier frequency of the source being measured 
and that the phase shifter be adjusted so that 
good AM rejection can be realized from the "Q" 
detector. 

Drift of the carrier frequency of the source 
relative to the resonant frequency of the cavity 
resonator will introduce a static phase error that 
will cause AM noise to appear at the "Q" de
tector output. 

An automatic balancing scheme therefore has 
been provided. The AM loop shown in Figure 
21-5 provides proper tuning of the resonator. An 
AM modulator is driven by a low-frequency 
signal-the modulation frequency being an order 
of magnitude lower than the frequency band of 
interest for which the source spectrum is to be 
examined-to provide a carrier for the balancing 
loop. The signal at this frequency that appears 
at the "Q" detector output is a measure of the 
unbalance of the "Q" detector as a result of a 
difference between the carrier frequency and the 
resonant frequency of the cavity (or misadjust
ment of the variable phase shifter) . 

The amplified error from the "Q" detector is 
cross-correlated with the AM modulating signal 
in an "I" detector, the output of which is em
ployed to control the tuning of the cavity reso
nator. The key to providing this feature is the 
vernier electronic tuning provided in the micro
wave resonator. 

The adjustment of the discriminator to permit 
measurement of the angle modulation of a source 
is as follows : 

1 .  The amplitude modulation is turned off, the 
electronic tuning of the resonator is set to the 
center of its range, and the cavity is manually 
tuned to the carrier frequency of the source to 
be measured. 

2. The amplitude modulation is turned on, but 
the A M  feedback loop is left open. The phase 
shifter is next adjusted to produce minimum 
output from the audio amplifier at the amplitude 
modulating 

:3 . 
frequency. 

The AM loop is closed, and the discriminator 

1Il 
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rcmains properly tuned as long-term frequency 
drifts occur. 

It is obvious that initial adjustment does not 
need to be as precise as in the RRE discriminator 
because of the incorporation of the low-frequency 
AM loop. The AM loop permits full benefit of the 
quadrating property of the "Q" detector in dis
criminating against AM on the source. 

The test set includes a sidestep generator and 
a voltage-controlled crystal oscillator (VCXO) 
whose FM output can be employed for calibra
tion of the test set. This FM is monitored by a 
discriminator utilizing quartz crystal resonators, 
thereby providing accurate measurement of small 
frequency deviations appearing on the oscillator 
(i .e. ,  1- to lO-cps peak deviation) .  

To calibrate the test set, the source is con
nected to Test Input B shown in Figure 2 1-5, 
and attenuator Ai is adjusted to set the power 
level to a prescribed value that yields the correct 
level at the "Q" detector. This power level is 
monitored from the output of a coupler ahead of 
the resonator (not shown in Figure 21-5) . 

The VCXO is connected to the calibrating audio 
oscillator and is modulated at the frequency fm 
for which calibration is to be made. The resultant 
deviation is monitored by connection of the wave 
analyzer to the crystal discriminator output. The 
sidestep generator adds this frequency deviation 
to the source under test, and the resultant s ignal 
is applied to the test microwave discriminator. 
The wave analyzer is then connected to the out
put of the low-noise audio amplifier, and a calibra
tion point is obtained. The VCXO is removed 
from the balanced modulator in the sidestep 
generator, and a fixed-frequency crystal oscillator 
having high spectral purity is substituted in its 
place. The rcading obtained from the wave 
analyzer is the sum of the frequency deviation of 
the source under test and the crystal oscillator. 
Since the latter is about 2 orders of magnitude 
less than the deviation on the source, it does not 
influence the measurement. 

In cases where the source can be conveniently 
changed in frequency, it can be applied to Test 
Input A,  thereby eliminating any contribution 
of the sidestep generator. In some systems the 
sidestep generator is an essential part of the 
source under test ; and in those cases the source 

is always connected to Test Input A, and the out
put of the VCXO is connected to the sidestep 
circuits associated with the source. The crystal 
discriminator also is used to monitor deliberate 
modulation that may appear on the source under 
test. When the sidestep generator is connected 
to the VCXO and the control signal for the VCXO 
is obtained from the low-noise audio amplifier, 
the deliberate modulation appearing at the input 
to the cavity is effectively removed. The dis
criminator output is a direct measure of the 
deliberate modulation under these conditions. 

In some cases, it may be desired to measure 
the noise on the source under test with the side
bands resulting from deliberate modulation being 
considered as noise. For this case, the sidestep 
generator merely is connected again to the fixed
frequency offset oscillator. 

A feature of this mechanization for the test set 
is that it provides means for complete main
tenance in the field with a minimum of additional 
equipment. No microwave sources other than an 
operating source to be measured are required for 
field maintenance. 

Ultimate Sensitivity 

As noted previously, the ultimate sensitivity 
of a microwave discriminator for these noise 
tests is limited by the maximum attainable signal
to-noise ratio at the audio output to the wave 
analyzer and the degree of sideband exaltation 
that can be provided. 

Sideband exaltation was not provided in the 
Westinghouse test set because the power available 
from many of the sources to be measured was 
rather limited. The Westinghouse test utilizes a 
microwave "Q" detector (i .e. ,  the phase-modu
lated output from the resonator, which is a 
measure of the angle modulation on the source 
under test, is converted directly to an audio 
signal) . The arrangement has proven satisfactory 
because of the availability of microwave diodes 
exhibiting reduced Ilf noise. 

Initial measurements using Philco diodes type 
IA154 show that the effective noise figure in the 
modulating frequency range of concern is about 
10 db less than can be achieved with the IN23-
type crystals. The Low-Noise Audio Amplifier 
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FIGURE 21-6.-Noise figure of low-noise audio amplifier. 

262 SHORT-TERM FREQUENCY STABILITY 

1 2   

(LNAA) likewise must have a low noise figure 
in the modulating frequency band of interest. 
Figure 21-6 shows the noise figure of a Westing
house molecularized amplifier designed for low 
noise at low audio frequencies, compared with an 
HP466A low-noise amplifier. Both of these audio 
amplifiers are entirely adequate for use in the 
test set as the LNAA. Measurements showed that 
the resulting sensitivity with the L4154 diodes 
amI the low-noise audio amplifiers of Figure 21-6 
is - 163 db/cps of bandwidth at cps from 
the carrier ( frn = 1000 cps) . 

1000 

As noted previously in connection with IF 
amplification prior to conversion to audio (e.g. , 
the arrangement of Figure 21-3) , a typical 
signal-to-noise ratio was about 137 db/cps at 
1000 cps. The performance of the Westinghouse 
test set thus is comparable with that achieved 
with the commercially available versions of the 
RRE discriminator when 20-db carrier cancella
tion is achieved. 

The conversion of angle modulation noise ap
pearing on the source to a phase modulation that 
can be measured by the "Q" detector depends 
on the modulating frequency and the cavity 
resonator bandwidth. With cavity bandwidth of 
500 kc, the conversion at a modulating frequency 
of 1000 cps is - 48 db. The ultimate sensitivity at 
1000 cps from the carrier is then - 163+48 = 

- 1 1 5  db/cps. 
A feature of the test set is that the ultimate 

sensitivity limit can be measured directly. Switch 

SI ,  shown on Figure 21-5, is a double-pole, 
double-throw reversing switch. When it is placed 
in CHECK position, both signals to the "Q" 
detector are obtained through paths which have 
no difference in group delay. Therefore ,  by mer
adjusting phase shifter for minimum noise 

el

output 
<P2 

y 

from the audio amplifier, the noise voltage 
is the limiting noise level of the test set and, in 
conjunction with the calibration previously de
scribed, yields the ultimate sensitivity. 

Limitations 

The sensitivity of the test set is adequate for 
our purpose. However, measurement of smaller 
frequency deviations necessitates either a signifi
cant increase in maximum SIN or a carrier 
nulling technique. The test set can be modified 
to provide carrier nulling and exaltation of the 
sidebands by the addition of another coupler, 
attenuator, and phase shifter to bridge the cavity. 
The penalty, however, is the necessity of having 
more power available from the source under test. 
Alternatively, the "Q" detector could be operated 
as an "I" detector, and the RRE discriminator 
employed. However, the ultimate sensitivity may 
be greater using the bridged transmission cavity ; 
and, in addition, the adjustment procedure is 
considerably simplified. There is also the pos
sibility that the minimum tJ.f that can be meas
ured can be reduced by a factor of 2 to 3 with 
use of diodes other than the L4154. 

CONCLUSIONS 

Westinghouse has chosen to utilize a passive 
reference for measurement of short-term stability 
of microwave sources rather than an active 
standard frequency source. The reason for this is 
associated with the need for providing simple 
calibration and maintenance of performance in 
the measuring set. Westinghouse also has chosen 
to use a transmission cavity rather than a re
flection cavity ill the discriminator, together with 
"Q" detection, because this provides means for 
simple checking of ultimate sensitivity. Such a 
technique is feasible because an acceptable effec
tive noise figure can actually be realized by direct 
conversion from microwave frequencies to audio 
frequencies. The output test SIN ratios at low 
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audio frequencies are, in fact, comparable to the 
best that have been realized with intermediate 
conversion to an HG signal prior to demodulation 
to audio. 

REFERENCES 

1 .  BUCK, J. R., and HEALEY, D. J. III, "Short-Term 
Frequency Stability Measurements of Crystal-Con-

trolled X-Band Source," Proceedings of Symposium on 

quency 
the Definition and Measurement of Short-Term Fre

Stability, Goddard Space Flight Center; NASA 

and IEEE, Paper No. 17, November 24, 1964. 
2. BUCK, J. R., HEALEY, D. J. III, and MEISELES, M., 

"Measurements of Phase Stability of Quartz Crystal 
Oscillators for Airborne Radar Applications," 1964 

IEEE International Convention Record, Part 8, pp. 34-
42, 1964. 



Page intentionally left blank 



N 6 6 - 1 0· 4 0 3  

22
IN 
. SHORT -TERM STABILITY MEASUREMENTS 

THE SURVEYOR SPACECRAFT SYSTEMS * 

B. E. ROSE 

A erospace Group 

Hughes Aircraft Company 

Culver City, California 

The telecommunications link for the Surveyor Spacecraft utilizes a receiving and transmitting 
link at a frequency of approximately 2200 Mc. Both the spacecraft and the ground station use 
phase-lock loop receivers. To prevent loss of phase lock due to vibration caused by the vernier 
engine and retro engine burning and the landing shock, the transmitter and receiver must meet 
short-term stability requirements, expressible as a maximum phase jitter of 45 degrees, peak-to
peak, measured in a phase-locked loop of 425-cps noise bandwidth, under conditions of 3 g's zero
to-peak vibration from 10 cps to 10 kc. 

Measurements of phase jitter in the oscillator modules are presented in the report, and the 
method of measurement is discussed. Excessive phase jitter was found to occur at approximately 
400 cps in the transmitter and 1100 cps in the receiver. These frequencies were found to be the 
crystal-mount mechanical resonant frequencies for the HC-18/U (transmitter) and HC�/U 
(receiver) crystals. 

Two methods for reduction of phase jitter are described: The first utilizes a foam vibration 
isolation mount, and the second used a component with a greatly improved internal mounting 
structure for the quartz plate. 

To complete the mission of a soft landing on the 
lunar surface, the Surveyor spacecraft must sur
vive and operate through the flight phases of take
off, injection into orbit, midcourse maneuver, 
landing, and touchdown. 

In particular, during midcourse maneuver and 
during descent, it is required to maintain com
munications with the DSIF stations for engi
neering data, telemetry transponder mode track
ing, and television picture transmission. Because 
the spacecraft retro rocket and vernier engines are 
operated during these maneuvers, the telemetry 
systems will be subject to vibration. The problem 
of maintaining phase lock during vibration 
discussed in this paper in three parts : (1)  the 

is 

Surveyor block diagram and the phase j itter 
specifications imposed on the transmitter signal 

*This paper presents results of one phase of research 
carried out under Contract 950056 for Jet Propulsion 
Laboratory, California Institute of Technology, under 
Contract NAS 7-100 sponsored by the National Aero
nautics and Space Administration. 
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and receiver local oscillator signal, (2) the test 
setup used to make j itter tests-under vibration 
conditions-and the phase-locked loop test set 
used in making the tests, (3) the measured phase 
j itter observed with conventional crystals in a 
hard mounting and in vibration isolators, and 
finally with ribbon-mounted crystals. 

SYSTEMS BLOCK AND SPECIFICATIONS 

Figure 22-1 shows a simplified block diagram of 
the spacecraft transmitter and receiver. The 
signal source for the transmitter is selectable 
from either the transmitter VCXO or the receiver 
VCXO. When connected to the receiver VCXO, 
the transmitter signal is phase-locked to the 
received signal. The transmitter utilizes a multi
plication ratio of 120 and the receiver, 108. 

Phase JiHer Specifications 

45 degrees peak-to-peak phase j itter, 30" 
value--measured in a 425-cps loop band
width-at 3 g's zero-to-peak sine vibra
tion, 10 to 10,000 cps 
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TRANSMI TTER 

FIGURE 22-1 .-Spacecraft transmitter and receiver (sim
plified diagram). 

These j itter specifications are referred to the 
S-band output frequency. Initial phase measure
ments on transmitter and receiver did not satisfy 
specifications. The source of the phase j itter was 
traced to the crystals used in the receiver and 
transmitter voltage-controlled oscillators. The 
transmitter crystal was an He-18 case style wire-

mounted crystal of conventional design ; the 
modules. Since the phase j itter originated in the 
modules containing the crystals, further testing 
was performed on these modules-at 19. 125 
Me/sec-rather than on the complete transmitter 
and receiver. A receiver and transmitter module 
were specially built without foam around the 
crystal, so that it could be removed or remounted. 
The vibration table was capable of delivering the 
full 3 g's at frequencies up to 2000 cps. Tests 
above 2000 cps were made using whatever g-level 
was obtainable. 

TEST SETUP 

The phase j itter at the output of the module 
under test was measured with a phase-locked loop 
test set. The schematic of this loop is shown in 
Figure 22-2. The loop noise bandwidth was 425 
cps. The loop was calibrated by the use of an 
oscillator /phase modulator which was itself cali
brated by using the vanishing carrier method. The 
output of the phase-locked loop was observed on 
an oscilloscope.  
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TEST RESULTS 

Conventional 

Phase j i
mounted 
much as 

in 

Crystals in a Hard Mounting 

1000 

tter with the standard crystals hard
the modules was measured to be as 

degrees (referred to S-band) at 
approximately 400-cps vibration frequency on the 
HC-18 crystals and at 1 100 cps on the HC-6 
crystals. These mechanical resonances had approx
imately I-percent bandwidth. These frequencies 
were found to correspond to the cantilever reson
ance of the internal spring-mass of the crystal 
and its mounting wires. Numerous crystals of the 
HC-I8 type were tested. It was found that, al
though the resonant point almost always occurred 
at 400 cps, plus or minus 40 cps, the magnitude 
of the phase j itter varied by as much as 20 to 1 
from crystal to crystal. 

X rays of several crystals failed to reveal 
visual differences between high- and low-jitter 
crystals. It is not known why there was a large 
variation between crystals of the same lot. 

Vibrator Isolator 

An 

Figure 22-3 is a sketch of the vibration isolator 
built to reduce the vibration level at the crystal. 

isolation factor of approximately 10 was 
achieved in this unit. The purpose of the third 
lead is to ground the case of the crystal to reduce 
phase J itter caused by capacity variation between 
the isolator and the crystal case at the natural 
mechanical resonance of the foam-crystal combi
nation. Even with this third lead, it was found that 
the amount of isolation which could be achieved 
at 400 cps was limited by the occurrence of phase 
j itter at the lower mechanical resonance of the 
mount. That is, lowering the isolator resonant 
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FIGURE 22-4.-Ribbon-mounted crystal. 

frequency (by mass-loading the crystal case, for 
example) tends to increase the phase j itter at the 
isolator resonance since the excursion is increased ; 
and therefore lead-to-Iead and lead-to-case capaci
tance varies more. The final mount was resonant 
at about 150 cps. 

Ribbon-Mounted Crystals 

Several types of commercially available rugged 
mount crystals were hard-mounted and tested for 
phase jitter. Although the resonant frequency of 
these mounts was higher than non-rugged types, 
they were found to exhibit large phase j itter when 
vibrated at resonance. Although not much data 
are available on the subject, the aging rate and 
temperature behavior of these rugged mounts are 
reported to be inferior to that of the standard 
mount. 

A type of crystal which seems very promising 
for this application is the ribbon-supported, trans
istor header mounted crystal, which was developed 
by Bell Telephone Laboratories. This crystal is 
now becoming available from a number of crystal 
manufacturers. These crystals are mounted on 
two or three nickel ribbons of 1-3 mil thickness. 
A sketch of a typical unit is shown in Figure 22-4. 
Because of the mounting method, the length of 
the supporting ribbons can be made very short
resulting in a very stiff structure. Tests of two
and three-ribbon crystals show a maximum phase 
j itter of less than 10 degrees-an improvement of 
2 orders of magnitude compared with the standard 
mount. Preliminary tests indicate aging rates 
equal to, or better than, those found with con
ventionally mounted crystals. 

Results of preliminary tests and evaluation of 
prototype models of these ribbon-mounted crystals 
indicate 

 
that there is a good prospect that they 

will achieve the specified limits of phase j itter. 
When tests are completed, these components will 
be submitted for approval for use in flight space
craft. 
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23. SHORT -TERM STABILITY MEASUREMENTS 

V. VAN DUZER 

Hewlelt-Packard Company 

Palo Alto, California 

The short-term stability of a signal can be specified by a limit plot of phase noise and spurious 
signals versus frequency-of-offset plot. Such a specification will allow evaluation and comparison 
of signals for a particular application with appropriate system band-limiting, etc. This paper deals 
with the physical measurement techniques used to obtain such data for high-quality signal sources. 
A low-noise double-balanced mixer, a low-noise amplifier, a low-frequency 
similar signal sources are the elements of such a system. The measurement 
be about 160 db relative per root cycle, or something better than 
averaging with 30-kc bandwidth at 1 Mc. This technique is readily extended 

t:..jlj 
wave analyzer, and 

capability here should 
of 4 X I0-13 for I-second 

to the measurement 
of the short-term stability of resonant devices and signal-processing circuitry. Some aspects of 
practical measurement experience in connection with a high-quality frequency synthesizer are 
presented. 

The measurement of and the specifications on 
short-term frequency stability for high-quality 
signal sources have been serious problems. Lacking 
well-defined standards for specifications, the equip
ment manufacturers have presented the users with 
a confusing array of data that sometimes defy 
comparison of signal sources and evaluation of 
these sources for a particular application. The 
short-term stability of a signal source can be 
specified by a limit plot of phase noise and spuri
ous signals versus frequency-of-offset from the 
desired signal. Such a specification would allow 
the user to evaluate the signal source for his 
particular application. Conversion to other terms 
with appropriate system band limitations could 
be readily accomplished, and comparisons of signal 
sources for the particular application would be 
greatly facilitated. Note that the same type of 
plot is useful in connection with performance, 
phase modulation cleanup, or degradation of a 
signal-processing circuit such as frequency dividers, 
multipliers, etc. 

The amplitude modulation is assumed to be 
much smaller than the phase modulation for a 
high-quality signal ; but, if this is not the case, 
a similar limit plot of this would be of interest 
because of direct effects and easy (undesired) 
conversion to phase modulation in the application 

of the signal. Also, as a practical matter, the 
effects of environment on the short-term stability 
should be indicated. This paper will deal with 
the measurement system used to obtain the signal 
quality information indicated above. 
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FIGURE 23-1.-Measurement system. 

SUGGESTED SYSTEM 

Figure 23-1 shows the block diagram of the 
proposed system. The sources either are two of 
the type to be evaluated or one is a reference 
standard of greater stability than the source to 
be evaluated. The attenuator is used in the cali-
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bration of the system and in adjusting the level of 
the linear input to the mixer. 

The mixer used in our work is a very broadband 
( 100 kc to 500 Mc) double-balanced type using 
diodes with very low Ilf noise. The conversion 
loss is 6 db, and all the ports are a nominal 50 
ohms. Balancing against both inputs is required 
so as not to demodulate the amplitude noise of 
either input. Balancing 

HF 
on the order of 40 db is 

obtained over the frequency range. The low
noise amplifier can be either a parametric or a 
transistor amplifier. The mixer output impedance 
of 50 ohms allows a broadband output ;  and it 
makes the use of a transistor amplifier quite 
appropriate, whereas a field-effect amplifier would 
seriously limit the system performance. The para
metric (down to 1 cycle) or transistor (down to 
100 cycles) amplifier can have a short-circuit 
input Iloise voltage per root cycle of 2 X 10-9 volt, 
whereas the best field-effect amplifier will be 
more than 10 times that bad. The noise-averaging 
network used has been one with a I-see time 
constant, 

i l l  

but this is not critieal. 
To calibrate the system, Source 2 (Figure 23-1 )  

i s  offset frequency slightly (or a substitute 
offset source is used ) ; and the at tenuator is used 
to reduce thc signal level as appropriate for plot
ting 011 the x-y recorder with reduced analyzer 
sensitivity, so that the signal is above the noise 
level. The attenuator setting, wave analyzer gain, 
and recorder gain are noted for the calibration. 
To record the phase modulation, Source 2 is 
restored to Source 1 frequency ; and the attenuator 
is reset to allow the maximum linear input to the 
mixer. The dc output of the mixer is set to zero 
by shifting the frequency adjustment of one of 
the sources. The dc-locking holds the two sources 
in quadrature while the noise plot is being made. 
The noise plot is ealibrated with corrections for 
average to rillS, double-sided to single-sided noise, 
two sources (if one is not a standard) ,  the change 
in system gain from the ealibration setup, and a 
bandwidth eorredion to noise voltage per root 
cycle if a I -cycle bandwidth analyzer was not 
used . As the offset frequency inereases, it becomes 
advanta
�

geous to use a wider bandwidth analyzer 
o allow a fast er frcquency sweep. In special eases, 

It IS .
appropriate to use a band-defining filt ('r and 

rIlls reading voltmeter ill place of th(' wave 
analyz('r and recorder. 

SYSTEM PERFORMANCE 

The system described above, with a transistor 
amplifier, has a sensitivity (equal to noise) of 
4 X 10-9 volt per root cycle referred to the mixer 
input for offset frequency above 100 cycles. (The 
noise voltage goes up as Ilf below 100 cycles. )  
This compares with 9 X 10-10 volt per root cycle 
f r 50-ohm thermal noise. The mixer used is quite ?
lmear up to 4 X 10-1 volt input, * so that we have 
a noise per root cycle to signal voltage ratio of 
10-8, or 160 db. (There should be no difficulty in 
measuring spurious signals. )  

To characterize the performance in terms of 
t1.flf for a particular averaging time T, we need 
to know the 
est. 

RF system noise bandwidth of inter
To shape---or weight-the phase noise voltage 

curve corresponding to T, we apply the factor 
sin7rTf to the noise voltage per root cycle EN 
(versus offset frequency fo) components below 
I/2r. The weighted nns noise voltage can then 
be calculated. The ratio of this value to the rms 
carrier level gives t1.cp" the rms phase deviation ; 
and division by 27rT will yield t1.f" the rms fre
quency deviation. 

As a hard-usage example, consider an band
width of 200 cycles eorresponding to a 

RF 
100-cyele 

Ilf eorner in the measurement system and assume 
that a I-second averaging time is desired . 

= 60 X  10-14 

for 1/2T below the Ilf eorner fe, where ENI IS 
the noise voltage per root eyele at 1 (�yele. 

= E2N1[(2T)-I _fc-l] 

= 7.8X 10-14, 

* Another factor of 2 in measurement capability can be 
obtained by ovcrdriving this input and using a special 
calibration. 
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with fe considered as the upper offset frequency 
limit. 

Acf>r = 8.25 X 10-7 + 4 X 10-1 = 2. 12 X 10-6 radian, 

Afr = Acf>r/27rT = (2. 1 2 X  10-6) / (27rX 1 )  

= 3.37 X 10-7 cycle. 

With a 5-Mc carrier frequency, this would corre
spond to a fractional frequency deviation of 
6.75X 10.-14• 

For an example of the capability when used in 
a broader band system, consider a 30-kc RF 
bandwidth and I-second averaging. We then have 
to include a term for the flat noise voltage ENF : 

E2NC =  E2NF ( 15,000-100) = 24 X  10-14, 

Acf>r = 9.6X 10-7 + 4 X  10-1 = 2.4 X 10-6, 

Afr = (2.4 X lO-6 )/27r = 3.82 cycles X 10-7• 

With a I-Mc carrier frequency, this would 
correspond to 3.8 X 10-13 for a fractional frequency 
deviation number at 1 Mc with I-second aver
aging. It is seen that this system is able to measure 
the short-term stability of the best available HF 
sources. The system is more attractive for shorter 
averaging times. 

SYSTEM APPLICATIONS 

Figure 23-2 shows the type of plot described 
above, obtained with the Hewlett-Packard Fre-
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FIGURE 23-2.-HP Model 5100-A phase noise. 
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FIGURE 23-3.-Module test. 

quency Synthesizer Model 5100A as the signal 
source. Model .5102A performance is about 10 db 
better on the I-Mc range and about 20 db better 
on the 100 kc range. 

To assure the short-term stability of this fre
quency synthesizer, each of the modules is produc
tion-tested for phase noise by using a system 
similar to the one described above, with a band
limiting filter and voltmeter suhstituted for the 
wave analyzer ; and the sources are replaced by 
the input and the output of the module under 
test, as shown in Figure 23-3. The module also 
is subjected to very light shocks in this test 
position as a very effective method of locating 
potential problems such as loose screws, faulty 
components, and bad solder joints indicated by 
abnormal readings on the ac voltmeter or sudden 
steps in the dc voltmeter reading. A similar 
system is used as a production check on the 
completed synthesizer, with latching lights to in
dicate a failure to meet production limits on the 
rms and peak* phase noise during a final test 
run-including an ambient temperature excursion. 

This method should be of particular interest 
to those interested in checking the short-term 
frequency stability of a resonant element such as 
quartz crystal with a minimum of extraneous 
circuitry. For example, consider a I-Mc crystal 
with 10 ohms series resistance and a Q of 106, and 
a test arrangement as shown in Figure 23-4. 
Assume that the crystal is placed in a 50-ohm 
system so that the Q is reduced to 105• Now, for 

*It is interesting to note that the peak-phase noise 
voltage in the absence of shock or vibration does not 
exceed 3 times the rms value-the noise is not completely 
Gaussian. 
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a t1J in the crystal resonant frequency, we have 
a resultant 

t1cp = 2Q t1JIJ. 

It will be found that the bulk of the crystal 
instability components will lie well within 200 
cycles of the resonant frequency, so that the 
200-cycle low-pass filter will allow sufficient band
width for the crystal evaluation. From the per
formance indicated earlier, we can measure 

2 X 10-6 radian in this setup. In crystal terms, 

t1JIJ = t1cp/2Q = 10-11 

is the measurement capability here. Somewhat 
more resolution is available by lowering the resist
ance in the crystal circuit, reducing the noise 
measuring bandwidth, and overdriving the mixer. 
A test like this is used at Hewlett-Packard to 
evaluate the short-term stability of a crystal for 
a critical filter application. In this case, the crystal 
is subjected to an ambient temperature excursion 
while the test is being run. 

CONCLUSION 

A versatile and practical system for measuring 
and specifying short-term frequency stability is 
suggested. The measurement capability is suffi
cient to evaluate the best available signal sources. 
The actual performance of such a system was 
outlined, and some application information was 
presented. 
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24. COMPUTER-AIDED CALCULATION OF 
FREQUENCY STABILITY* 

C. L. SEARLE, R. D. POSNER, R. S. BADESSA, AND V. J. BATES 

Research Laboratory of Electronics, MIT 

Cambridge, Massachusetts 

In April 1962 we reported at the 16th Annual Frequency Symposium concerning a method 
of calculating frequency stability via autocorrelation. The autocorrelation of the phMe difference 
between two oscillators 

to 
can be readily calculated on a computer, and the resulting function can be 

converted very eMily any of the usual methods of specifying frequency stability. 
This paper reviews briefly the relations between the autocorrelation of the phMe information 

and varous methods of specifying frequency stability. Then we discuss an experiment currently 
underway which uses this method to find the frequency stability of two oscillators. 

D. A. Brown, in his Master's thesis (Reference 
1 ) ,  derived in signal-processing terms a number 
of expressions relating to the specification of 
oscillator stability. Some of this work was pre
sented in April 1962 at the 16th Annual Sympo
sium on Frequency Control. The one relation 
from that paper which is pertinent to this discus
sion is the expression relating the variance of the 
frequency to the autocorrelation of the phase. 

U2'a" TO = ( 1/211') 2  (2/ To2) [4>n (O) - 4>n ( To) ]. ( 1 )  

This expression is derived below. 
In Figure 24-1 ,  two oscillators are compared 

by recording the phase difference between them 
as a function of time. This phase can, in general, be 
split into two terms. The first is a ramp equal to 

wt, where w is the average frequency difference 
between the two oscillators. The second is the 
random phase fluctuations between the two oscil
lators ; thuc is, 

4>(t) = wt+8(t) . (2) 

The frequency difference averaged over a time 
To can now be found by the equation 

fav .To = [4> (t+ To) - 4> (t) J/2

8(t+ T
= ( 1/211'

{ 
w+

�
11' To (3) 

- 8 (t)
o 

]
. (4)  

This frequency is, of course, itself a function of 
tllne. What we want is the variance of this 
function : 

T 
U2'a • .  TO = ( 1/2T) f [fav .To - (w/211') J2 dt (5) 

-T 

= 

T1 f [ [8 (t- To) J2+[O(t) J2- 28 (t) 8( t- To)
( 1/211') 2-

] d 
t. (6) 

2T -T T02 

*This work was supported in part by the U.S. Army, Navy, and Air Force under Contract DA36-039-AMC-
03200 (E). 

273 



OSCILLATOR I 

OSCILLATOR 2 

PHASE 
DETECTOR e ( t )  

FIGURE 24-1 .-Setup for comparison o f  two oscillators. 
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If fJ (t) is a stationary time function, the terms in 
Equation ( j  can be identified in terms of the auto
correlation function as follows : 

(I2f", . To = 

CPu 
[1 / (27l") 2J (2/ T02) [.p (0) 11 - .p ( To) 11 J, (7) 

where (0) is the autocorrelation of the random 
part of the phase for zero delay [i .e . ,  the mean 
square of fJ (t) J and .p11 ( 1'0) is the autocorrelation 
of the random part of the phase for delay To. 
Thus, the variance of the frequency as a function 
of averaging time To can be found very easily 
from the autocorrelation of the random part of 
the phase. This simple equation provides the direct 
link between the two equivalent methods of data 
reduetion, namely 

1 .  Variance or mean-square deviation of fre
quency, 

2. Power spectrum of frequency. 

Most simple laboratory determinations use one 
of the systems shown in the upper part of Figure 
24-2 to reduce data [see Packard and Rempel 
(Reference 2) and Vessot (Reference 3) , for 
example]. For finding one or two points on the 
curve of variance versus averaging time To, these 
methods are adequate. But if we want a more 
eomplete variance-versus-To eurve-or the COlll
plete power spectrum-these measurements and 
calculations become laborious. Under these cir
eUlllstances, computer-aided analysis can be very 
useful. 

The computer ('an, of course, perform any of 
the funetions shown in Figlll'e 24-2. Ii, could, for 
example, t ake the derivative of fJ (t) , convolve 
with It ( t) , and find the mean-square value of the 
resulting signal for all values of II (t) corresponding 
to various averaging times To-t hereby findi ng 
the variance of frequency-averaged-over- To versus 
To. Examinat ion of the above derivation will show, 
however, that with thc samc number of multipli
cations and summations the computer ean form 
.p (T) , the complete autoeorrelat ion f\ln(� t ion of 11 
the phase. As shown in the diagram, it is now a 
simple matter to find the variance of frequency 
by using Equat ion l .  With equal ease, we can 
calculate the power spectrum of phase, or the 
power speet rum of the frequency without aver
aging or for any averaging time To. All these 

h 
e ( t) 
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FIGURE 24-2.-Ways to obtain thc variance of the frequency (all quantities in radians) . 



calculations based on CPu T are on reduced data 
and thus can often be performed easily by inspec
tion. Simplicity of calculation also is assured by 
working in the frequency domain as much as 
possible. All the insight into the relative shapes 
of autocorrelation functions and power spectra 
can be brought into play in performing these 
calculations and interpreting the results. 

On the basis of Figure 24-2, the relation between 
the variance and the power spectrum of either 
phase or frequency is now simple and direct in 
terms of reduced data. Thus the variance can be 
readily calculated from the power spectrum (and 
vice versa, provided we know CPu (0) , the mean
square value of the phase) .  

Several alternate methods for calculating the 
variance are shown in Figure 24-2. There is no 
particular "best" method, because the choice of 
analysis method depends so strongly on the form 
of the data. For example, if the function has a 
flat frequency spectrum versus w-that is, 
<I>, (w) = K-then the variance can be calculated 
easiest in the frequency domain, by multiplying 

Autocorrelation in ( degree$ ) 2 
versus delay time in seconds of 
phase sampled 750 time a t  5-

\ \ \ \ \ 

second intervol s .  
Ramp and initial value removed 
from dota. 
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\� - � I���� d�7��� -
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.93562 degree / sec RAMP - - - - - - - - - -- 175.36 degrett$ 

( INITIAL VALUE) 
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.... " 

\\ , , , , 
" \.  .... -

FIGURE 24-3.-Autocorrelation for two different runs. 
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( ) 8 X 103 

by 

(8) 

and finding the area under the resulting power 
spectrum. Note, however, that the alternate 
' 'lutes provide an important check on computa
tions. 

As a specific example of this method, we have 
calculated 

. To 
on our PDP-l computer CPU (T) , <I>6 (W) , 

and (J2'a, for two oscillators. To avoid the phase 
ambiguities usually present in a phase detector, 
we used in our detection system two synchronous 
detectors which form sinO and cosO. These signals 
were then fed to the PDP-I. The computer was 
programmed to find O( t )  from sinO and cosO. Then 
it calculated CPn (T) and its Fourier transform 
<I>6 (w) , and the variance. The results of these 
calculations are shown in Figures 24-3, 24-4, and 
24-5. Because the total length of the sample was 
only 1 hour, the autocorrelation beyond t) or 10 
minutes is suspect ,  as is the low-frequeney portion 
(below 10 cycles per hour) of the power speetrum. 

To check further on the method of analysis, a 
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FIGURE 24-5.-8tandard deviation vs. delay time for two different runs. 

276 SHORT-TERM FREQUENCY STABILITY 

X l0-2,---------------------------------------------------------------------------------, 

second run was taken on the two clocks about 2 
weeks after the first run. The resuIts are added 
to Figures 24-3 and 24-5. The agreement between 
the two experiments is good. 

We conclude four things from these experiments :  

1 .  If computer analysis is used, the autocorrc
lation Jundt·on of the phase and power spectrum 
of phase or frequency are a logical pair to calculate. 

2. Because the variance and the power spec
trum are related in a fairly direct way through 
Equation 1 and the Fourier Transform of CPu (T) , 
the choice of which of these methods of data 
abstraction to use is not fundamental. Rather, it 
is one of convenience for the problem at hand. 
However, because of the relation betwecn the 
time domain and the frequency domain through 
the Fourier Transform, it would seem that more 

detail in short-term stability information will be 
evident in the power spectrum ; whereas long-term 
stability information may be better displayed in 
the t ime domain via the variance. 

3. There are some important bounds on the 
shape of the autocorrelation function. For ex
ample, the function must he maximum for T = 0, 
and for random phenomena it will go t o  zero for 
large T. Also, for periodic phenomena, the auto
correlation is periodic. These bounds on the auto
correlation function, when reflected through Equa
tion 1 ,  place bounds on the variance of frequency 
which can be of great assistance as a rough check 
on experimental resuIts. 

4. Figure 24--2 provides several alternate routes 
for calculating the variance. The "best" route 
depends on the particular problem, but the alter-
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nate routes provide a useful check on computa
tions. 
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Mr. Looney.-In the first paper, which I 
thought quite interesting, in fact I thought all 
of the papers were quite interesting, I would 
like to hear some additional remarks by the 
first speaker, if this is possible, in terms of some 
of the sources of noise in his various discrimi
nators. 

I am not familiar with some of the commercial 
discriminators he used. In his written paper he 
points out certain noise levels from the various 
discriminators, and I would like to hear some 
comments as to the various sources of this noise. 

I thought, too, in his paper, the calibration 
technique of using the rotating phase shifter to 
develop the side bands independently was quite 
interesting and deserves perhaps a bit more 
attention. 

The paper from Syracuse, by Mr. Paciorek, I 
thought was an excellent survey. I wished for 
better slides, some of the information perhaps 
could go a bit more into the fine detail that was 
available from some of the measurements. 

I thought it was an excellent survey of tech
niques. I thought that again a few words on 
instrumental noise sources might be helpful. 

Your slide, Figure 3, with its multi-oscillators ; 
I thought it might be helpful to have a little 
more information on the noise that would be 
generated within the instrument itself. 

The paper from Westinghouse gives quite a 
detailed treatment of one approach. It is, of 
course, in the frequency domain only. The paper 
as you will find when you get to the written pro
ceedings, is exhaustive and I felt that it conveyed 
a great deal of information which was only possible 
to hint at in the spoken word today. 

I appreciated the comments made by Mr. Rose 
in which he said his paper cut across all of the 
disciplines of all of the sessions of the symposium. 

It did not deal to a large extent with measure
ment techniques but did deal with device param
eters more than might have been expected in this 
particular session. 

The Hewlett-Packard paper by Mr. Van Duzer 
was, I thought, exceedingly good. I should say 
the definition that he proposes is quite interesting 
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and I think there is a great deal of food for thought 
in the ideas. 

Mr. Parzen.-Well, I should first like to make 
some general statements and then make some 
comments about at least one specific paper. 

The general statement that I would like to 
make first concerns the question of AM and PM. 
Everybody seems to disregard AM. However, it 
is important because, in general, any device to 
which a signal is fed has a tendency to convert 
AM into PM. So after a while you really don't 
know. Now, as a matter of practice, I have found 
this: when you feed two separate signal sources 
to most measuring systems the PM component is 
more important than the AM components unless 
one of the sources has a defective design. Very 
often it is true that many sources are defective. 
As a result, the AM is so big that it overrides the 
PM component. However, we should not treat 
poor design as a good example. In those cases, 
we have measured the resolution of a measuring 
system and the tendency there is to feed the same 
source into both input jacks. It turns out that 
the AM very often seems to be the predominating 
effect that you see. Sometimes you will wrongly 
confuse the resolution of the system as being too 
poor when actually the source you are feeding 
into it has poor AM characteristics. On the 
other hand, this can be used advantageously to 
determine whether the source does have AM be
cause, if you feed a source into an instrument 
and get a poor reading out of the instrument, 
then you know that there is AM present. So that 
is about as important. 

Now, I found it interesting that the most ob
vious and least controversial definition of fre
quency has not even been stated. The definition 
is really implied in the real meaning of the word 
frequency, namely, as a number of cycles per 
unit of time. The average time of this quantity 
for specified sampling time is obtained with such 
devices as frequency counters. This method, ob
viously, is capable of furnishing high fractional 
frequency resolution only when the frequency 
being measured has a certain number of cycles 
for the required sampling time. However, the 
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availability of such devices as frequency mixers 
and large factor frequency multipliers has made 
this method useful even for relatively low fre
quencies. For example, a one-megacycle fre
quency standard has been consistently measured 
to within one part in 1012 for a one-second sampling 
time. This, of course, implies that the effective 
multiplication factor is at least 1 million. 

So, obviously, it is possible to build frequency 
multipliers, to obtain a large number of cycles, 
and so in some way to solve the dilemma of 
how to state frequencies. I am not saying that 
you do this all the time but, at least, it should 
be a method that should be considered when 
you want to evaluate the total picture. 

Now, there arc some things that one should 
cover in a symposium. One thing that I want to 
mention is the use of error-multiplied systems of 
effectively obtaining large multiplication factors 
which possess important features for both making 
measurements and obtaining greater understand
ing of the measurement process and the quantities 
being measured. The system has been described 
at previous symposia and in the literature. 
There was one application in an earlier paper at 
this session, I believe by General Radio. 

I would like to ask some questions about the 
Hewlett-Packard paper, which incidentally is 
very, very important because, in one way, it 
negates the II! noise that we have been talking 
about so much. 

He has basically a balanced mixer or what 
has been called a product detector, which yields 
obviously very low noise close to zero frequency. 
This is a rather important development. I would 
like to know some more about the mixer itself, 
the diodes used in the mixer, and also the accom
panying amplifier which makes possible the very 
good performance of this system. 

There were other questions that I would like 
to ask : how is the locking and the zero-phase
shifting scheme actually employed in a real system 
where two independent sources arc available and 
how do you make this locking scheme non
cont

Dr. 

ributory 

Winklrr.-W

to the 

ell, 

total noisr' of the system? 
This seems to be a rather difficult problem. 

actually, I think these 
presentations and papers have bcen most inter
esting and I believe that the conference 
has made a great step towards some common 

really 

understanding in regards to standards so that 
we can write proper specifications, so that we 
can design uniform test procedures, and verify 
these specifications. 

Until Searle's paper, I was under the belief 
that, at the first step, it would be wise to live 
with the present situation for a while and to 
prefer simplicity to what is more or less recog
nized generally to be a more sophisticated ap
proach and t.O leave this to later. 

But now I have been convinced that the 
sophisticated approach can really be the most 
simple one. Your [Searle] paper has been very 
excellent. 

I still think, however, that for many laboratory 
applications, it is useful to look at the situation 
with a more simple approach. It is my under
standing, collected through these talks, that we 
have a practice of expressing stability or in
stability in basically three different ways ; two 
of them in the so-called time domain , rms fre
quency deviation and rms phase deviation, and 
the spectral characteristics that we can assign to 
a frequency source. 

I believe for the time being that it is good 
reasoning to use both of these. Assume for ex
ample, somebody gives me information that we 
have a source with a carrier and two sidebands 
separated by one-hundredth of a cyele with an 
average power of ;j db below carrier frequency. 
This set of conditions is not as obvious to me as 
if I were given the information that we have an 
oscillator which exceeds its frequen(�y specifi
cation due to oven cycling or something like that 
and the frequency deviation is .01 cyetes, or ex
pressed in phase deviation, accumulated during 
one of these cycles as one radian, I believe. In 
other words there is room for expressing these 
figures in both ways as long as one states clearly 
what one is doing. Here I agree perfectly with 
Professor Searle. 

Another remark which I would like to make is) 
for most applications, we can make simple numer
ical assumptions. This may be helpful to come to 
an easy understanding to make quick guesses, 
engineers' estimates on the performance of os
cillators, and ramifications of such figures . For 
example, we are interested many times with sys
tematic frequency modulation when we put a 
device on the shake tabk. For many purposes 



PANEL DISCUSSION-8ESSION IV 283 

this can be considered as sinusoidal modulation 
and we can get quick estimates and a good picture. 
If we are interested in low noise applications, 
we may then be interested in real phase deviation. 

I believe that the phase information is generally 
preferable over frequency figures. Probably this 
would have come into more general practice if 
people weren't used to thinking in powers of ten, 
or in parts to 109 and so on. Everybody gets 
his kicks out of having as high a number as 
possible and the phase information looks less 
impressive. I believe that phase information is 
probably simpler to use ; I really think so. 

Also, basically, as was pointed out in the last 
paper, they are completely equivalent of course 
with one exception. The conversion or actually 
the transformation from one domain into another, 
of course, requires integration of an infinite in
terval. Since we always have 

is 

information lacking 
here, it couldn't be done completely accurately 
in practice. I believe this another reason why 
we should be able to live with two sets of standards 
or specifications or definitions, if you please. 

It is a matter of course that whatever is ne
glected becomes the most important part in the 
frequency domain. Fur exaulple, if we convert 
from the frequency domain into the time domain
then we have to neglect the very high frequen
cies-we couldn't extend our considerations to 
infinite frequencies. But this profoundly effects 
our figures if we go down into very, very short 
measuring intervals. 

I believe that there is a place for two languages 
here and I think that an attempt to unify our 
language at too early a stage may be harmful 
until we have enough experience. I have no more 
specific comments except my great enthusiasm 
about the general meeting. I would like to take 
this oppO'rtunity to extend my compliments to the 
organizers and to this organization. I think it 
has been a most useful meeting, at least as far 
as I am concerned. 

I have only two questions in regards to papers 
20 and 21 .  

Paper 20 ; am I correct in  stating that os
cillations in an oscillator originating in different 
modes are not coherent to each other? I believe 
that maybe this picture of what we have seen in 
the beat note of two masers and the frequency 
spectrum may not be too meaningful. 

Paper number 21,  in regard to the choice of a 
passive and an active reference, again I want to 
put this into a question : am I correct in assuming 
that this may be dictated mainly by the require
ments to measure very short-term frequency 
stability? In other words, if one desires to measure 
very close around the carrier one probably re
quires the use of an active standard. 

Dr. Hudson.-By definition, since I am a mem
ber of this panel, I must be an expert on measure
ment techniques. I kept telling myself this, but 
unfortunately it isn't so. I am, however, really 
interested in the theory of measurement, and so 
I will take my prerogative as a member of this 
panel, 

I 

and address myself to some general remarks 
in this vein. 

have been struck by certain aspects of these 
problems, that is the definition and the measure
ment of short-term stability. Some of the aspects 
are simply ones of terminology. 

I have also been struck by the similarity be
tween these problems and the problem of large 
scale and small scale turbulence. There seems to 
be a certain analogy between the whole series of 
problems that people ran into in the discussion 
of turbulence, and the ones that we have been 
discussing here. It might be instructive to look 
into this further. 

The very terminology, short-term stability, 
suggests that part of the specification of short
term versus long-term stability could be made 
clearer by the introduction of what might be 
termed a characteristic time. For times less than 
this, or of the same order of magnitude, orre 
would speak of short-term stability. 

The time could be chosen according to one of 
many criteria. It might be the observation time 
or the averaging time. It might be an autocor
relation time as shown in the slide of Professor 
Searle's or it might be a correlation time of a 
signal with a stable reference oscillator, i .e . ,  a 
standard oscillator that would be stable by defi
nition. It might be just a period of a signal. 
Thus we have a whole series of times that could 
possibly be chosen as the characteristic time. 
helping define short-term stability. 

This has been noticed in some of the papers 
here that we have such a wide gamut of times. 
In any event, once one does specify a time which 
he might call a sample time, then certain sta-
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tistics, characteristic of a signal over this sample
time, could specify the stability or instability. 

To be a useful characteristic, it should be one
which is invariant over the sample populations. 
The statistics might be the spectral purity or
some rms deviation, the power in the sidebands, 
and so forth. 

Long-term stability, I think, strictly ought to 
be measured by or specified with reference to 
statistics of signals which are characteristic of 
the signal in the limit of infinite times-or anyway, 
very long compared to the short-term charac
teristic time. 

We have seen here that there are very many 
short-term stability measures. Perhaps we should 
be speaking not so much of short-term stability 
but rather of time dependent stability charac
teristics. When one computes an average, he must 
take it over a certain time. The way in which the 
average quantity varies with this time, that is, 
its statistical random properties may actually be 
the best characteristic of the signal in speaking of 
its short-term stability. 

Now this is all that I wanted to conjecture 
about generally. In the main, I concur with the 
other members of the panel 

I 
in their evaluations 

of thc various papers but have one or two 
specific comments of my own . Compliments are 
due Mr. Van Duzer for an excellent slide pre
sentation. 

In the last paper, particularly, I was impressed 
by the recognition that the statistics should be 
plotted versus the time. This is an example of 
what I meant in my foregoing general comments. 

I want, however, to question the specific model 
that you set up, Professor Searle. In this model 
the difference in phase between two oscillators is 
a linear function of time plus a random function. 

In many cases you would at least have a quad
ratic term that would make some difference. As 
for the random function it might not be a station
ary function, and one should investigate the 
significance 

Campbell.-
of this very carefully. 

Mr. specific question is what 
is the source of noise 

The 
in the test equipment ; 

it almost invariably turns out to be the crystals. 
It is obviously so in the video case, in the II! 
discriminator, especially with carrier nulling, and 
again it turns out to be the crystal in the II! 
mixer. 

 

 

 

The calibrator that I mentioned, is written up 
in the transactions for instrumentation, I 
believe, by 

Duzer

Joseph 

.-I 

Ginsberg, the reference is in 
the paper. 

Mr. Van would like to apologize for 
making my paper so short, maybe left some 
things out that I should have said. 

I 

One thing, with regard to the conversion of the 
phase to frequency deviations, it is going to be 
very difficult to make this conversion if we start 
without phase noise data that goes down to one 
cycle. It is going to be very difficult, if not im
possible, to convert that to one second averaging. 
So this conversion is only going to hold if we are 
between these, provided that we have enough 
data, of course. It is very convenient to get 
data, phase noise data, down to one cycle, so 
we should be able to make a relatively accurate 
conversion then, for averaging times that are 
short compared to a second between these. 

I would like to answer Mr. Parzen's questions. 
He seems to be an advocate of the error mul
tiplier technique ; the error multipliers that I have 
seen have been limited by a narrow bandwidth in 
their noise measurements. And at least the ones 
I have seen are largely useful for measuring very 
slow changes in frequency, looking at very low 
frequency components of phase noise, if you will. 

The II! noise that I spoke of is quite interesting 
in the transistor amplifier that we build, which 
is using a PNP silicon transistor on the input. 
The II! noise starts in at about 100 cycles, be
tween 50 and 100 cycles. 

I used the 1/! term quite loosely. It turns out 
in the power expression for this amplifier that if 
you take V2S equal to some constant times fre
quency to some exponent, that exponent for this 
amplifier, in the "l/! region" is about 1 .85. It is 
very high. 

The diodes used in the mixer on the other hand 
are very close to an exponent of 1 ,  they run about 
1 .2. These are hot carrier diodes, they don't 
exhibit any noticeable storage effects, provided 
the frequencies they are concerned with are not 
above 500 megacycles. 

The DC locking that I referred to, shvwed in 
the diagram there, one must make the band
widths in that lock loop low enough so that it 
doesn't effect the measurements. If you are going 
down to one cycle on your phase noise plot, then 

IRE 
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you shouldn't pass anything appreciable in that 
loop that comes anywhere near one cycle. In our 
measurements what we always do is check to 
see that the locking is not affecting measurement. 

Mr. Paciorek.-A couple of questions have been 
directed towards the second paper. One in par
ticular dealt with the source of instrumentation 
noise. 

In this presentation, owing to the lack of time, 
I did not discuss the fact that we take the control 
plot before each measurement to measure the 
noise level of the system. 

In the one spectral plot that I showed of the 
laser self beat, it is true that the self beat is 
noncoherent. However, one slide I did not show 
indicates the results after phase locking the self 
beat. In other words this was the output from one 
laser, the self beat, the laser was beat in a photo
multiplier and the resulting beat was then stabi
lized. However, I didn't show the laser slide, and 
I asked the projectionist if he would get if for 
me. It was down in reproduction, so if he has 
that-good. 

The first slide I would like to show is the one 
of the unstabilized laser self beat. 

Okay. This is the other one. This is after the 
self beat was phase locked to a harmonic of the 
crystal oscillator. You will note here that the 
sidebands close to the carrier are greater than 
40 db down. Now the scale here is 4000 cycles 
along the abscissa and 80 db along the ordinate. 

Now if I can have the other slide-This is 
the same scale ; however, the grid lines were not 
included on this. You can see the improvement in 
the spectrum of t.he self beat by phase locking it 
to a harmonic of a crystal oscillator by com
paring this spectrum with the one that we looked 
at first. 

Mr. Grauling.-I would like to try to answer 
Dr. Winkler's question on the question of the 
active reference. I am afraid that I am going to 
have to ask him to repeat the question because 
of the acoustics on the stage. 

Dr. Winkler.-You gave some criteria why one 
would select a passive or an active reference. 
I believe it could be restated and could be said 
that you could get away with a passive reference, 
which of course is much simpler, as long as you 
are interested in a far out part of the spectrum, 
which corresponds to very short-time fluctuations, 

but couldn't do it with a passive device if you 
were interested in, let's say, three-eighths of one
hundredth of a second or 0.1 second. 

Mr. Grauling.-Y'es, this is definitely so. In 
the range of modulating frequencies or separation 
from the carrier that we have interest in, which 
is somewhere in, say, the hundred to thousand 
cycle range at the bottom and a fraction of a 
megacycle at the top ; in this region we can em
ploy the passive reference as you pointed out. 

At very, very low frequencies or fractions of 
a cycle, this would not be the case. The term that 
I referred to, which is an effective attenuation of 
the sidebands, involves the sideband frequency 
divided by the bandwidth of the cavity. Under these 
conditions the attenuation of the output sidebands 
that you can get from either equivalent time 
delay or the cavity, is so great that you would 
just not be able to see the sidebands for the 
nOIse. 

Mr. Looney.-I would like to ask Mr. Paciorek 
to educate me a little further. I am afraid that I 
missed the significance here of your laser ex
periment. Are we seeing anything here more than 
simply the filtering action of the phase lock loop? 

Mr. Paciorek.-Luckily, we have the man that 
performed that experiment with us today, so 
maybe I can call him up here and then he could 
go into the intimate details of the experiment if 
you would like. 

Mr. Goldick.-The object of this experiment ; 
one of the mirrors was mounted on a piezoelectric 
crystal and this mirror then tracked with the 
noise variations within the cavity. Any vibrations 
that would cause the mirrors to move were tracked 
out. I mean it is as simple as that. 

Mr. Looney.-I say, again, what do we gain by 
this over and above the filtering action of the 
phase lock loop? What significance is there to this 
measurement? 

Mr. Paciorek.-I guess the ultimate use of this, 
of the laser, is the thing that we are hoping that 
this will lead to. The length of the laser is stabi
lized by locking to a harmonic of a crystal. You 
can then hold the length of the laser cavity to so 
many parts per and it is hoped that this stability 
will be translated to the light frequencies so that 
you can then hold the average frequency of the 
spectrum up at light frequencies to the stability 
of your crystal reference. The significance of this 
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is the fact that you can phase lock the self beat 
and thereby control the length of the laser cavity. 

Mr. Looncy .-I see your point. I am still puzzled 
as to whether it does provide you this stability, 
or whether it is simply a technique for modulating 
a laser. 

Dr. Reder.-I think all that it does is transfer 
the quartz stability to the laser as he pointed 
out, but the paper, as it was presented, gave the 
impression that this would be something better 
than the spectrum of quartz but I think that was 
not your intention

-

. 
Mr. Paciorek . That is absolutely correct . 
Dr. lYinkler.-I would like to comment here. 

What it really does is transfer the quartz stability 
not to the laser frequency, but to the difference of 
two modes. 

Mr. Paciorek .-That's right. However, since 
the laser frequency is a function of the cavity 
length, the light frequency has to be an integral 
number of wave lengths. 

Dr. Winkler.-It wiII stabilize the cavity but 
it will not eliminate any other interferences, of 
course, which will act approximately equal on 
both modes. 

Mr. Paciorck.-Yes. 

Dr. Winkler .-Any frequency shifts or phase 
disturbances, for example, due to the gas or due 
to the excitation will not be cancelled or reduced. 
You will lock the 

-

cavity to make the beat coherent. 
Mr. Paciorek . Okay. 
Dr. Winkler.-But nothing more. Am I right? 
Dr. Redcr.-If there is any instability between 

the two modes, this will now be transferred to the 
laser frequency. 

Voice.-There are higher orders of effects that 
would effect this different frequency, the modes, 
and I think one could hope to achieve a much 
better degree of stability by doing this. 

To ask a question, have you tried to instrument 
two different CW lasers in this way and then 
compare beat notes between those to give you 
some indication of the stability of the actual 
optical frequencies involved rather than this mode 
difference frequency? 

Afr. Paciorck.-No, we only have one laser. 
We built anoth{'r OTH', though, so we should be 
able to try this out shortly . 

Dr. C'urrl} (Curry, M('Laughlin and Len, Inc . ) .
This is sort of a shotgun question and I think 

generally quash question and comment covering 
several papers. 

I think Dr. Hudson's general comments actually 
have covered the subject. First, I am happy to 
see the function which Professor Searle is using. 
This is exactly my Equation 15 in my paper 
yesterday. The important point here is that this 
is a statistic which on the short-term, as Dr. 
Hudson has already mentioned, is itself a random 
variable. 

Now what we want to do to get some repro
ducable results is obtain a confidence interval on 
this. In  other words, what we would like to do 
is, based on hypothesized statistics, predict what 
the probability distribution function for this whole 
expression is, hopefully. As I showed yesterday, 
if you assume the interval sampling average time 
is much greater than the correlation time for the 
process that you have hypothesized then the 
second term, which is your correlation function, 
is zero and you can deal with simply the integral 
of the average power. Thereby you get the results 
which Slepian, I think, obtained for the prob
ability density function. 

Going on now to, for example, Mr. Van Duzer's 
paper ; he throws me a little bit into shock talking 
about 140 db below the earrier. He is talking 
about a one cycle per second bandwidth. 

What bothers me is that the spectrum which 
he shows of the wave analysis plot is smooth, and 
my question to him is "Is this a smooth function 
of a large number of runs or just what is this?" 
In other words, you didn't show any aetual data, 
you show a smooth output. 

The next comment is to 1\lr. Paciorek. and it 
is in the same vein. The spectra that you take
having looked at several hundred thousand of 
these over the last three years-what do you 
see?-you run about several hundreds of these 
and then you take all the best looking ones, and 
this is simply saying that this is a random vari
able and what you do is smooth the data. 

Mr. Van Duzer.-The number is l(jO db. We 
are very dose to thermal noise here and we are 
operating with a one cyde bandwidth analyzer, 
when I say 160 db down . 

Dr. Cllrry.-Was this the H P  analyzer? 
Mr. l ran D uzer.-No, it is not commer(,ially 

available. 
Dr. Curry.-It is not cOll1nwr('ially available? 

a 
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Mr. Van Duzer. Right. 
Dr. urry.- kay. That's below what you can 

do with your analyzer, your commercially avail
able unit. 

111r. Van D1lzer.-Yes. Your other question was 
with regard to the smoothing of the data. This 
is what you would get taking an average through 
the phase noise plot. It is the same thing that 
would happen if you increased your averaging 
time at 

C

the 

y

output of the analyzer, and slowed 
down your sweep. 

Dr. urr .-Yes, you are taking a cut though, 
you see, 

C

in time 

y

and in frequency. Right? 
Mr. Van Duzer.-Yes. 
Dr. urr .-Right. If you could look at all 

time-frequency elements of that plane simul
taneously, what you would see would be sort of 
a smear of data which would be hopping up and 
down with time. What we want is an rms value. 
Let's say that you ran a hundred of these spectral 
analyses and then smoothed them. A mathema
tician would say he is running a regression analysis 
under some criterion but the point is that we 
can lay them on top of each other and draw an 
eyeballed line through the data. Is this what 
your data represented'? 

Mr. Van Duzer.-Yes, sir. 
Mr. Lincoln (ADCOM).-This question is di

rected to Professor Searle. If I understand you 
correctly you presented a function which repre
sented the frequency rms deviation in terms of 
the autocorrelation of the phase, I believe. Well, 
this is the same thing as an integral aeross the 
entire spectrum of phase deviation. Now in the 
case of a random walk phenomenon as many 
men have pointed out, s.uch as Rice, there was 
a singularity at the origin. In other words, to 
work with the autocorrelation in phase you must 
have a Fourier integral funetion. I might suggest 
that the autocorrelation of frequency deviation, 
might be preferable in this case because I don't 
think that anyone could really stick in an oscillator 
to determine the autocorrelation of phase at zero. 

A second point is that in your demonstration, 
assuming a flat phase spectrum, band limited, 
from which you calculated the autocorrelation 
function of phase and from this the fractional 
frequency deviation, I think it could be readily 
shown that the value you get is quite indeed a 
function of the bandwidth over which you chose 

-
C O

that phase. Therefore a very critical and necessary 
function in any of these fractional frequency 
curves which are similar to a period counting 
technique would be this bandwidth because they 
can be moved arbitrarily depending on the badn
width of the measurement. Would you care to 
comment on that, sir? 

Prof. Searle.-The first question has come up 
several times. Dr. Hudson posed it previously 
and I was referring to it when I mentioned the 
work of Jim Barnes and the talk we had about 
the problem of a random walk of phase. 

The interesting fact is that even though the 
autocorrelation obviously is not stationary when 
you are dealing with a random walk problem; 
when you take the first difference, you already 
get a criterion which has some meaning, (even 
though it is a function of the length of the sample) . 
What Jim Barnes is suggesting is that if you take 
the second difference, then hopefully we will get 
to a criterion that no longer is a function of the 
length of the sample. 

In other words-and this is the best that I 
can do to answer your problem, I am not ignoring 
it at all, it is very serious. 

Refresh me on the second question, will you'? 
Mr. Lincoln.-The importance of bandwidth. 
Prof. Searle.-Oh, yes. The bandwidth question. 

That is the reason that I originally sketched up 
that function. What you say is completely corrcct. 
I originally sketch cd up that function in a dis
cussion with Dr. Vessot about the fact that the 
bandwidth of the noise must appear the way I 
formulated it, and henee must appear as one of 
the characteristics of rms frequency deviation 
versus averaging time. In Vessot's model of a 
square filter in the frequency domain, this factor 
involving the bandwidth of the noise is not present, 
and this is the whole key to the argument. I 
appreciate 

L
your 

y.-
focusing attention on that. 

Mr. oone Let's let Mr. Barnes have a 
word. We have been mentioning his name a 
number of times. 

Mr. Barnes (National Bureau of Standards) .
In regard to this problem that I think may be 
worrying somebody about the Fourier integra
bility of flicker noise, I can give you a very 
beautiful reference which is C. M .  Lighthill, 
"Fourier Analysis and Generalized Functions." It 
treats the problem of such annoying functions 
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as flicker noise in a very concise and nice way. 
That is the only comment that I wish to make. 

Dr. Vessot(Varian) .-Mr. Parzen brought a 
question up, and I hope what he meant was not 
the number of cycles in a given time, but the 
quantity of phase. The number of cycles implies 
that there is something finished, that there is 
something magic about the number 2 pi. But it 
is the amount of phase that is elapsed. I think 
this is what he meant. 

The other thing is the question that he raised 
about the amplitude as well as the phase modu
lation ; it is very important, and I would like to

Mr. Parzen.-Are you talking about the de
finition of frequency or what? 

Dr. V essot.-Yes. 
Mr. Parzen.-Well, frequency, what does one 

mean by frequency? Obviously it is the number 
of times an event takes place per unit of time. 

Dr. Vessot.-I question this. I think it is more 
the amount of phase that is elapsed in a sinusoidal 
oscillator, and here is where the blood begins to 
run. 

Mr. Parzen.-One cycle is 2 pi. 
Dr. Vessot.-One cycle is 2 pi. 
Mr. Parzen.-That's right. 
Dr. Vessot.-But you must allow time to go by 

so that 2 pi radians have elapsed . 
Mr. Parzen.-This is right. 
Dr. Vessot.-And unfortunately, time now is 

the dependent variable rather than the inde
pendent variable. The time window is no longer 
a rectangular one. If I ask you what the stability 
of that same oscillator is for a time, that does 
not coincide with 2 pi radians, then I think-

Mr. Parzen.-Then you have something to re
solve. In other words, if you are willing to actually 
forget about the effect of one cycle then there 
isn't any problem and if you have enough cycles, 
it really doesn't make any difference. 

Dr. Vcssot.-Anyway, there is room for hair
splitting. 

The other point that I wanted to make : I 
concur with you completely that amplitude in
formation is also very important and the method 
of multiplying two functions together will yield 
this. I think this could be a very useful way of 
determining thiR property. 

Mr. Parzen.-Providing thpre isn't any cir
cuitry in between. 

Dr. Vessot.-Provided that you know what you 
are doing. 

Mr. Parzen.-And usually there is, unfortu
nately. 

Dr. Vessot.-Yes. And I also agree that Dr. 
Winkler's double standard is a very valuable one, 
depending on who is going to apply the problem. 
In one case indeed the sharp cutoff filter probably 
has its use and in the other case the sharp time 
window. 

Dr. Winkler.-Yes, that is exactly what I am 
concerned with because I couldn't see why one 
should try to convert. If you have a requirement, 
for example freedom from modulation, then we 
very well should say so and give the limits . 

Dr. Vessot.-But the thing that we should con
tinue to point out is that the sharp rectangular 
frequency window as Campbell Searle and others, 
pointed out, does not give the same definition of 
stability as a time window which is rectangular. 

Mr. Morgan(Bureau of Standards) .-Since the 
subject of our symposium here is the measurement 
and the definition of short-term frequency stabil
ity, this implies that we must have something to 
measure against. This also implies to me some 
kind of a standard. Everybody has chosen their 
own standard and this makes it difficult to com
pare our results. It seems to me that one of the 
first things that we can do here or through some 
kind of a committee would be to decide on some 
kind of a standard. Right now the standard seems 
to be whatever is available in the laboratory. 
If we could somehow decide on a standard against 
which these measurements are made, then some 
of these things will fall into place, I think. 

Prof. Searlc.-Go ahead, right there. 
Mr. Shcrman.-I would like to respond to a 

cry for help from Mr. Rose who said that he had 
no basis for observing the correlation or a dis
tinction between crystals which were noisy and 
crystals which were not under vibration. 

You used an x-ray but you didn't use it in the 
right manner. That is, you didn't determine the 
orientation of mounting the crystals in the springs. 

There is a fairly good theory relating the sus
ceptibility of the resonant frequency of a crystal 
to radial forces which is being used in conjunction 
with bi-metals to adjust the frequency of a crystal 
to produce a compensated crystal with no oven. 
This was explored rather thoroughly by Louie 
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Dick (James Knight Co.) in the middle 50's, 
in the development of some shock mounted AT 
cut crystals. 

There are two axes on which a crystal can be 
mounted, such that the resonant frequency of the 
crystal is insensitive to radial force. If it is 
mounted on these axes, there is a minimum of 
noise, FM noise, under vibration. If it is mounted 
off these axes, there are two maxima, one of them 
is larger than the other. 

Now, you can't go down to your friendly neigh
borhood crystal shop and buy the crystal that 
he wants to sell you, and count on having this 
crystal be optimum for your properties, the de
sired properties. You have to specify your desired 
properties recognizing that they are going to 
cost you something. They are going to cost you 
a great deal of difficulty in communication. They 
are going to cost you a great deal of difficulty in 
delivery time. They are also going to cost you 
something in money. They are going to cost you 
a little bit in Q, that is you are going to lose about 
15 percent of Q, in order to achieve this quietness. 

I think that Dr. Winkler saying that he didn't 
particularly care if we talked about several 
things-several different ways of talking about 
stability-got close to the problem that we have 
here in communication. However, on the other 
side, I think it is important that we should 
know our literature and know our conversion 
factors. That is, maybe we need to be bilingual 
or polyglotal in some sense. I can very easily 
see a crystal manufacturer not being aware of 
the work of Dick trying to solve this problem 
all over again, and I can very easily see a manu
facturer of equipment receiving two problems 
which are essentially identical, solving them 
separately, and coming up with two equally satis
factory solutions to the same problem because 
they are presented in different terminologies. 

Dr. Guttwein(U. S. Army Electronics Labora
tory) .-I want to elaborate a little bit on the 
remarks of Mr. Sherman. What he is essentially 
saying 

60 

is any AT cut crystal has insensitive axes 
to compression. This insensitive axis is located 

degrees off the X axis of the crystal. This is 
fine, however, for practical applications. There 
are some added difficulties because if you vibrate 
that crystal you do not get only strictly com
pressional forces, you get other kinds of forces, 

especially bending forces. These bending forces 
elimininate 
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to a certain extent the advantage 
which you would gain by mounting that crystal 

degrees off the X axis. Also, it is true, this is 
a good way of mounting it, but it doesn't eliminate 
all of the problems. You still will have a vibration 
sensitive crystal. 

I would like to say something else to Mr. Rose. 
He requested some comments on these crystals. 
You said that you have tried a stiff-mounted 
crystal, however you are afraid that they have a 
higher aging rate. I don't think this is true.We 
have made a lot of experiments with stiffly 
mounted crystals at 32 megacycles. The mount 
had a resonant frequency of about 2000 cycles 
and we found a very good phase stability in 
these. The aging rate of these crystals will be 
the same as any normal military metal enclosed 
crystal. 

You can have a crystal which is two orders of 
magnitude better in aging. I don't know how 
much aging is of importance to you. This would 
be a glass enclosed crystal. This crystal is not 
mounted in spring mounts. It would have a 
resonant frequency. The first resonant frequency 
of the mount would be about a thousand cycles. 
It also would be possible, as Mr. Sherman pointed 
out, if you are willing to pay the price, to develop 
special crystals for your applications. 

I also feel that the crystals which you men
tioned, going back to that transistor design pio
neered by Bell Telephone Laboratory, probably 
will meet your requirements in terms of aging 
and vibration sensitivity, although we didn't have 
an opportunity to test these crystals but the 
design looks very good. I think you are probably 
very well off, trying this crystal as the next 
step. 

Dr. Winkler.-I would like to answer this re
mark of before. I did not mean to say that it 
makes no difference how you specify. I beleive 
that the standardization should be sought. How
ever, I believe that we may be forced to maintain 
the two separate languages because I couldn't see 
how an rms frequency fluctuation would satisfy, 
for example tube manufacturers and vice versa. 
I think there is some need for two different 
languages, but I do agree with you for a need of 
standardization. 

Mr. Chi.-Thank you, Professor Searle, for the 
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interesting discussion. Drs. Strandberg and Golay 
will now attempt to summarize the symposium. 

Dr. Strandberg.-I cannot talk fast enough to 
summarize the symposium in three minutes. As a 
matter of fact, let me be a little funny. I have a 
feeling that there is a difference between physicists 
and electrical engineers which will remain dif
ferent. Vive Ie difference, in this fashion : 

The physicist, no matter what he is working 
on, thinks he is beating on the frontiers of science. 
It might have been done sixty years ago by Lord 
Raleigh but he still believes he initiated it. He 
never looks around to sec what anybody else is 
doing. 

An engineer, it seems to me, always sits down 
very carefully and looks into a field as broadly as 
he possibly can to see what is going on, what is 
applicable, and what he can steal to make it 
look like something he developed and so forth. 
This is very important in this one field, because 
I think here is a field that has been going on for 
a long time and there is a lot of work that has not 
even been brought up at this meeting. 

I think actually what this meeting has done in 
my mind is that it actually has indicated the 
state of the art today as shown by the interest, 
the participants, and the apparatus that exists 
in this field. It certainly underlines the areas that 
still have to be looked into-such as the theory, 
the apparatus development, and the utilization 
of information in other research areas, in which 
short-term frequency stability is a byproduct of 
concern. 

I think that there has also been enough dis
cussion that one can go ahead with an initial 
declaration of a possible standard for measuring 
properties. Let's face it, there has been a good 
deal of sophistication that has developed in the 
last few years in the engineering brotherhood. 
Althou

in 

gh I was the brunt of it, it is typified by 
the dcgree of sophistication that has developed 

thc last few years as indicated by the good 
humor that people had when Professor Searle 
put up this chart, a graph that I had suggested 
some years ago in trying to define what I was 
talking about when I talked about long-term and 
short-term stability. At that time it was really 
very important bceause peopl<) only talked about 
residual FM; it was utter chaos, one could not 

communicate with anybody. Now it seems trivial 
and laughable that somebody here could, or even 
should have to talk about spectra and carrier shifts 
and so on but that is all to the good because ,ve are 
willing now to accept that kind of a presentation. 

I think there is one byproduct field, for example, 
where a good deal of information is available and 
that is in my field of electro-magnetic resonance 
work. We have been measuring klystron noise, 
both AM and FM, for twelve or fifteen years 
because that is the thing that we are battling and 
although the apparatus is not designed for it ; 
this is byproduct information which is available. 
The apparatus looks very much like, except more 
complicated, the FM meters or frequency modu
lation meters that Westinghouse and RRE 
(Royal Radar Establishment) have designed es
pecially for the purpose. 

I think this II! noise conversation is very good. 
I hope the dialogue keeps up. It is a good example 
of things that have to be talked about among 
all of us until finally everyone neglects it as being 
trivial and no longer important. 

More data should be made available so that 
people can give descriptions, whether they are 
hand waving or not, of the sources of this stuff 
and how to handle it. Then we can get away from 
looking at it as an insurmountable barrier but 
rather one that you can slip around the side of, 
maybe. I must say, I feel that one is playing chess 
presently in the measuremnet field with available 
apparatus. I think that certainly there are in
dications here that instrumentation is developing 
in the field which will generate signifieant data. 
That is a very good thing and certainly more 
should be done. 

There seems to be enough agreement in my 
mind for a standard formulation wording com
mittee to be formed to generatc a framework of 
standards for further study and revision and 
final adoption in this short-term frequency sta
bility field. 

Dr. Oolay.-Mr. Chairman, ladies and gentle
men, the symposium has been onc of the most 
stimulating and cnjoyablc symposia I havc 
attended evcr. I am sure the reason for this is 
to a great extent the newness and the pertincncc 
of the subject discussed and of course, it is the 
host and the guests who make the party. 
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I won't in these few minutes make any more 
specific reference to any one paper but I would 
like to express some thoughts as to the direction 
our next work could take both conceptually and 
instrumentally. 

Conceptually, I believe a good basic measure 
of the frequency instability of an oscillator should 
be the curvature of the phase of that oscillator 
plotted as a function of time and I would like to 
suggest some theoretical exploration of alter
natives in that direction. 

Instrumentally, I believe it is unfair to ask 
too much of a maser in terms of short-term 
frequency stability. It is not made for that pur
pose any more than the Lippizaner horse has 
been bred to pull a milkwagon. We should study 
the short-term stability of the oscillators at the 
second or third hierarchy level of the team which 
shall constitute a good clock. A low pressure 
hydrogen maser at the start, master of perhaps a 
high pressure hydrogen maser and this one in 
turn master over a quartz crystal. But then, the 
thing of pertinent interest is the short-term sta
bility of the quartz crystal, the intermediate term 
stability of the high pressure maser, and the 
long-term stability of the low pressure maser. 
Why not study all three, per se? After having the 
characteristics of each, we shall have the funda
mental parameters of the phase locked loops which 
should be utilized to tie each to the other in a 
harmonious manner. 

In concluding, I would like to think that I 
can speak for each of us when I say that we are 
leaving this meeting with more ideas than we 
had when we came two days ago. I shall look 
forward to a fresh crop of letters to the editor 
of the IEEE on the things we have discussed, 
and perhaps a year or two from now another 
meeting such as this one will help us survey. the 
ground covered. 

Mr. Chi.-From the results of the two-day 
symposium, which we have had here, I am sure 
that we would agree with you that there has 
been much interest stimulated through the dis
cussions and the papers which we have had. 

I hope that after the symposium there will be
enough interest to stimulate additional exchange 
of information, either through us, or through the 

 

individuals who have interest in the subject 
matter. 

One thing which I want to mention before I 
give recognition to the other members is this : 
The symposium proceedings will be ready as soon 
as we have all of the papers. Those authors who 
have not deposited their papers with us, please 
inform Mr. Tom McGunigal, the secretary of the 
symposium. 

At this time I would like to express my appre
ciation to the chairman of the four sessions Mr. 
Sykes, Dr. Edson, Professor Ramsey, and Pro
fessor Searle for their leadership in conducting 
the sessions, and most importantly in keeping 
the schedule of each session. And of course, I 
would like also to thank all of the panel members 
for their constructive criticism and illuminating 
discussions, and the authors for their informative 
and original papers which will prove to be very 
useful in the development of a standard. 

There will be some work carried on after the 
symposium with the intent of developing a stand
ard definition and measurement technique. How
ever, the group at the moment wishes not to be 
announced and we will try to work as quietly 
as possible. 

At this time I would like to recognize the 
cosponsors of the symposium. I did not do this 
purposely near the end, but this was the only time 
that I could find, so I would like to introduce the 
vice-chairman of the symposium, Mr. Armstrong, 
who represents IEEE Technical Committee 14 
on Standards, Piezoelectric and Ferroelectric 
Crystals. 

I would also take this opportunity to thank 
the members 

to 

of the program committee whose 
names are listed on the program. I would also 
like express my appreciation to the various 
Government agencies who have supported us in 
planning this symposium and also the officers of 
the symposium whom I would like to name : 

Mr. Tom McGunigal, who is secretary of our 
symposium ; Mr. Charles Boyle, who did most of 
the detail work for us including all of the cor
respondence. 

The subject is of international interest and 
we feel quite proud that we have representatives 
from abroad to attend this symposium. 



APPENDIX A - ADDITIONAL PAPERS 

The two papers presented in this appendix are of general interest 
but were not presented at the Symposium. 
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25. A TUNABLE PHASE DETECTOR FOR SHORT
TERM FREQUENCY STABILITY 

MEASUREMENTS 

A. E. ANDERSON AND H. P. BROWER 

Collins Radio Company 

Cedar Rapids, Iowa 

A test instrument for measuring the phase stability of quartz crystals under vibration was 
developed in 1961 on a Signal Corps contract. Since then it has proved to be a very useful device 
for the measurement of phase and short-term frequency stability of frequency-generating and 
frequency-converting circuits such as crystal oscillators, mixers, multipliers, dividers, and syn
thesizers. 

Consisting of a tunable phase detector and a reference crystal oscillator phase-locked to the 
average frequency of the test signal, the instrument covers the frequency range of 1 to no mega
cycles. The equipment resolution at 1 Mc is 0.001 degree in a bandwidth of 20 cps to 4 kc. This is 
equivalent to a sideband level of - 101  db or a short-term frequency stability of 3 parts in 1010 in 
a 10 millisecond measuring period. At 100 Mc, the resolution is 0.04 degree or a sideband level of 
-69 db. By use of a narrow-band audio spectrum analyzer, an additional 20 to 30 db of resolution 
can be obtained. A chart recorder in conjunction with the spectrum analyzer has made it possible 
to plot spectrum profiles of signals with sideband resolution of - 140 db. 

Design considerations of the instrument are discussed, and measurement techniques and 
typical results are shown for several types of signal sources. 

Most commercially available instruments for 
measuring short-term frequency stability use one 
of two methods : a short-term period count, or 
frequency multiplication into the UHF or SHF 
regions. Some use a combination of the two. A 
third method-not as generally used-of measur
ing the relative phase variations between the test 
signal and a stable reference signal has been 
found to be quite useful at Collins Radio Com
pany ; this method resulted as an offshoot of a 
development for the Signal Corps several years 
ago. 

The equipment originally was developed for 
the purpose of measuring the phase stability of 
quartz crystals under vibration. During its 
development and subsequent testing, it became 
apparent that it would be useful in much wider 
applications-particularly the study of phase 
stability of complete circuits. 
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DESIGN CONSIDERATIONS 

The specification for the original equipment 
required a capability of measuring phase stability 
of crystals from 1 to 1 10 �c with a minimum 
resolution of approximately 0.003 degree at 1 Mc 
and 0.35 degree at  1 10 �1c . The crystals being 
tested would be subjected to 10 g's of vibration in 
the frequency range of 20 to 2000 cps. Also re
quired were oscillators for the crystals being 
tested, and means of mounting the crystals to the 
vibration table and connecting them to the test 
oscillator. 

A number of factors influenced the design ap
proach, the principal ones being to avoid the 
generation of spurious signals and to minimize the 
noise contributed by the test circuitry. This was 
accomplished by making all measurements at the 
crystal frequency-thus eliminating the need for 
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FIGURE 25-1 .-The measurement system. 
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tj� 
any mixers, multipliers, or injection frequencies. 
It also was considered desirable to provide most of 
the gain ahead of the phase detector, to minimize 
the noise contribution of the phase detector or 
post detection amplifiers. 

The resulting circuit-as shown in the block 

diagram of Figure 25-1 -was basically quite 
simple and consisted of a phase detector, tunable 
from 1 to l l O  Mc in seven bands, and a reference 
cryst al oscillator using a crystal at the same 
frequency 

the 
the 

as the crystal under test. To maintain 
reference osci l lator at the same frequency as 
test crystal, it was designed as a voltage

cont rolled oscillator, with the control voltage 
obtained from the phase detector. An integrating 
circuit in the feedback loop prevents the reference 
oscillator from following the random or vibration
induced phasc variations of the test signal.  

Necdless to say, minimizing the problems of 
noise generation and spurious signals by making 
all measuremcnts directly at the test frequency 

introduccd a few other design problems, particu
larly in the tunablc phase detector. Extren1C care 
in shielding and f i lt cring also werc required. These 
problems and other design details arc reported in  

Refercllcc J .  

PRINCIPLES OF OPERATION 

primarily 
As mentioncd 

a 
previously, 

ase 
thc is 

Lunablc ph d
instrument 

etector and a voltage-

controlled reference oscillator. Designed initially 
for testing the phase stability of crystals operated 

in a second oscillator circuit, it can be used for 
measuring the stability of any relatively stable 
signal of sufficient amplitude in the frequency 
range of 1 to 1 10 Mc. The test signal must be of 
sufficient stability that the reference oscillator 

will remain locked to it. Input level required is 
approximately ! volt into 100 ohms. The input 
signals are amplified to levels ranging from approx

imately 100 volts peak-to-peak at 1 Mc to 20 
volts at l lO Mc, providing a phase detector output 
of 200 volts peak-to-peak at 1 Mc and 40 volts at 
110 Mc in the unlocked condition.  

In actual operation, the instrument is first 
calibrated by opening the loop and observing the 
phase detector output on the oscilloscope (see 
Figure 25-2) . The reference oscillator frequency is 
adjusted to give a low-frequency beat note, as 

shown in Figure 25-3 .  As one complete cycle of 
the beat frequcncy represents 360 degrees of 
phase change, the slope of the waveform at the 
zero crossover-il l  degrees per volt (or milli
degrees per millivolt)-can be determined. Switch-

------ -'-I- ST •• ",i" "PHA;;ALTZER 
",..-IN CHASSIS 

. . '" 

-

FIGURE 25-2.-The test instrument. 
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ing to the lock and then to the operate position 
locks the reference oscillator to the average fre
quency of the signal, but permits the random 
phase variations between them to be displayed 
(as shown) by increasing the scope sensitivity. 
The effect of vibration on the test crystal can be 
seen in the third picture in Figure 25-3. Switching 
from the lock to the operate position also amplifies 
the output signal by a factor of 10 to provide a 
higher signal level to the scope. 

As the crystals under test were to be vibrated at 
rates from 20 to 2000 cps, the response of the 
instrument was required to be flat over this band
width, and was intentionally held flat out to about 
4 kc to include any 2nd harmonic effects. Above 
4 kc it was intentionally rolled off by means of a 
low-pass filter in the audio amplifier, and below 
20 cycles it is rolled off by the time constant of the 
integrating network between the phase detector 
and reference oscillator. The low-frequency re-
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FIGURE 25-4.-Audio spectrum analyzer. 

T 

sponse could be extended by increasing the time 
constant, and the high-frequency response could 
be extended by changing the filter. 

PERFORMANCE CHARACTERISTICS 

In measuring the stability of a typical signal
for instance, the output of a frequency synthe
sizer-the phase detector output will consist of 
random phase fluctuations in the 20 cycle to 4 kc 
range plus any discrete components due to spur
ious frequencies, power supply ripple, etc. As 
shown in Figure 25-3, the composite level of the 
test crystal oscillator-prior to vibrating the 
crystal-was on the order of 0.5 millidegree, with 
peaks of 1 to 1 .5 millidegrees. This is fairly typical 
for a crystal oscillator and has been found to be a 
function of drive level, crystal Q, frequency, and 
other factors. The resolution of the instrument 
ranges from something less than 1 millidegree at 
1 Me to about 40 millidegrees at 1 10 Mc. At a 
20-cycle modulation rate, this is equivalent to 
frequency stability of approximately 1 to 3 parts 
in 1010. 

In many rases, the composite noise level is all 
that is of interest. Frequently, however, the 
spectral distribution of the noise is of interest ; 
and an audio frequency spectrum analyzer, such 
as the Hewlett-Packard 302A, has been found to 
be a useful adjunct to the instrument. It not only 
permits analyzing the signal for spectral density 
and discrete components but also provides an 
additional :20 to 30 db of resolution . Used with a 



24 

22 

20 

1 8  

U1 t:I: - 8 1  
1 6 1_ 0 

> ::0 
E >-'3 I >-'3 c.=: u.J 

c.=: c.=: 
1 4  ...J trj 

u.J ::0 > s:: w « u 
3: 0 

- 84 . 5  ...J u.J o:c 

1 2  
...J >'lj 
...J � « .0 Z d 10  � trj Z Vl 0 -0 ><1 "U - 86 . 3 

U1 >-'3 - 87 . 7 > � ..... - 89 t"' ..... >-'3 - 90 . 5  
><1 

- 92 . 3  

- 95 

- 98 . 5  

- 1 05 

ex:> 
0 500 1 000 1 500 2000 2500 3000 

FREQUE NCY FROM CARRIER ( cyc les ) 
FIG1:RE 25-5.-Spectral recording of a ;�.O-:\fc signal from crystal test oscillator using regular power supplies. 



� w 

- 74 

- 76 

� - 78 . 5  
� 

tS 
'� o 
....I 
W co 

:g - 82 
- 83 . 0 
- 84 . 0  
- 85 . 1 
- 86 . 5  

- 88 
- 90 

''::' 92 . 4  
. - 95 . 9  

- 1 02 

o 0 . 5  · 1 . 0 1 . 5 2 . 0  . 2 . 5  3 . 0 . 
FREQUE NCY FROM CARRIER ( kc )  

FIGURE 25-6.-Spectral recording of output from stabilized master oscillator in an ARC-58 HF single-sideband transceiver using 60-cps power source. 

3 . 5  



300 SHORT-TERM FREQUENCY STABILITY 

FIGURE 25-7.-Sideband level vs. peak phase deviation (assumed small deviation) .  

chart recorder-as i n  the block diagram of 
Figure 25-4--a plot of the spectrum profile can be 
drawn as shown in Figures 25-5 and 25-0. 
Although these recordings arc actually the speetra 
of the phase deviations of the test signals, they 
were plotted as sideband level below the carriC'r 
in db since this had more significance to the system 
engineer than either phase deviation or short-term 
frequency deviation . A conversion chart from 
phase deviation to sideband level in db, calcu
lated from the phase modulation equation 
(assuming sine wave modulat ion) ,  is shown in 
Figure 25-7. 

TYPICAL RESULTS 

To demonstrate tIw rpsuI t s obtained with the 
instru ment,  data from nH'asurPnwn t s  01 1  diffprpnt 

types of oscillators arc included : a 3-Mc crystal in 
the test oscillator, a 3-Mc signal from an AHC-58 
SSB transceiver S1\IO (Stabilized Master Oscil
lator), a 2 .5-M(� signal from a Collins 70K-5 
permeability tuned L-C oscillator, a 3-1\1c signal 
from a temperature-compensated crystal oseiIIator 
used in single-sideband equipmen t, and a 3 1 . 7-Mc 
crystal in the test oscillat or. 

Figure 25-5 shows a spectral recording of a 
3.0-1\1<: signal from the crystal vibration test 
oscillator, using the regular power supplies for the 
equipment.. The 1 20- and 180-cps signals were 
due to the various equipment power supplies and 
wiring within the screen room wiH're the IllCaSllre
men ts were made. The 400- and 1 200-eps signals 
were due to the dose proximity of 400-eps power 
cables to the measurcnH'nt apparatus. The 
equipment. to which t hpse cabIPs we're (,OIlnpcted 
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was not operating at the time, indicating that the 
electric field was adversely affecting the measure
ments. 

Figure 25-6 is the spectral recording of the 
output from the stabilized master oscillator (SMO) 
in an ARC-58 HF single-sideband transceiver 
when operated from a 60-cps power source. The 
various signals shown which are not related to 60 
cps are generated in the frequency stabilizer. 
Notice that the average noise level is 10 to 15 db 
higher than in Figure 25-5. 

Figure 25-8 is a plot of data taken with the 
spectrum analyzer of Figure 25-4, but without the 
X -Y recorder. Curves are shown for the Collins 
70K-5 PTO, a 3-Mc TCXO, and a 31 .7-Mc 
crystal in the test oscillator. The 70K-5 is a trans
istorized L-C oscillator. The TCXO utilizes a 
3-Mc semiprecision fundamental crystal with a 

minimum Q of 500,000, operated at a drive level 
of less than 10 microwatts. The 31 .7-Mc crystal 
drive level was about 1 milliwatt. The crystal was 
a standard third overtone CR-76 .  

The increasing slope of  these curves in the 
vicinity of 5 kc is due to the characteristics of the 
audio filter. The odd shape of the 3.0-Mc curve is 
presently not explainable. Also, no explanation is 
given for the fact that the slope of these curves 
approaches liP, and not 11f as might be expected 
if the noise level at the lower frequencies was due 
to flicker noise. 

The ultimate resolution of the instrument 
depends to some extent on the stray electric 
fields which may be present. This is portrayed 
graphically in Figure 25-8, which is a plot of data 
obtained in a totally enclosed screen room, the 
walls of which were contructed of magnetic 
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shielding material. All equipment was operated 
from batteries in the shielded room. 

The offset data points at 120 cps could be 
placed on the curves by removing the one in
candescent bulb in the ceiling of the screen room 
and then reading the meter with a flashlight ! 

CONCLUSIONS 

In many system applications, the spectrum 
profile or the phase stability of the signal is more 

meaningful than short-term frequency deviations. 
In such applications, measurements utilizing a 
phase detector at the signal frequency are pre
ferable to presently used techniques. 
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26. SHOT -EFFECT INFLUENCE ON THE 
FREQUENCY OF AN OSCILLATOR LOCKED 

TO AN ATOMIC BEAM RESONATOR 

P. KARTASCHOFF 

Laboratoire Suisse de Recherches H orlogeres 

N euchiitel, Switzerland 

For an oscillator-locked to the resonance of an atomic beam tube-the main source of short
term frequency fluctuations is, in most cases, the shot noise due to the atomic beam. Assuming 
this to be white noise described by Schottky's formula, the spectral density of the controlled vari
able (i.e., of the instantaneous value of the controlled-oscillator frequency) is calculated for the 
case of a simple integrating servo loop having only one time constant. It is shown how the standard 
deviation of measured samples can be calculated by using a formula given by MacDonald. For 
sampling times which are long compared with the servo time constant, an approximation leads to 
a simple formula which agrees better with the experimental results than the approximations which 
do not consider the response of the servo system. 

In a frequency standard operating with an 
atomic beam resonator using the hyperfine transi
tions of cesium or thallium, the resonance is 
indicated by a maximum value of the detector 
beam if the excitation frequency is adjusted to 
the frequency of the transition. The excitation 
frequency (9192 Mc/sec for cesium) is produced 
by means of a crystal oscillator driving a fre
quency multiplier chain. 

Automatic frequency control of the crystal 
oscillator is obtained by means of a low-frequency 
phase or frequency modulation on the excitation 
signal. 

This modulation produces a periodic variation 
of the detected beam intensity. The fundamental 
component of this intensity variation vanishes 
if the average frequency of the excitation signal 
is equal to the frequency of the atomic rcsonance. 
The fundamental component appears on either 
side of the resonance, its amplitude being a func
tion of the amount and its phase depending on 
the sense of the offset. By means of a synchronous 
demodulator (chopper) a dc error voltage is 
obtained, the time integral of which is acting on 
the frequency of the crystal oscillator. 

Figure 26-1 shows a simplified block diagram 

of the frequency control servo. In this case, we 
first shall neglect all delaying time constants due 
to the atomic beam resonator and to the other 
elements forming the servo loop. 
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FIGURE 26-1.-The frequency control servo. 

For sake of generality, we shall normalize the 
frequency with reference to the linewidth of the 
atomic resonator. We get 

Xl = 2[ (VI - Vb) / �V], ( la) 

Xe = 2[ (Ve- Vb) / �v], ( lb) 
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Vb being the Bohr frequency of the atomic reso
nance, VI the frequency of the locked oscillator, 
Ve the frequency of the free-running oscillator, 
and .1v 

XI 
the linewidth of the atomic resonance. 

and Xc are related by the formula 

(2) 

describing 

U d 

the action of the control voltage 
on the frequency of the oscillator. The output 

Ue 

voltage of the synchronous demodulator being 
proportional to the offset, we have 

(3)  

The control voltage being the time integral of 
the voltage U d, we have 

By eliminating 
eq

Ud and 
uation 

Ue, 
(4) 

we get the differential 

dxI/dt = (dxe/dt) - KOXI' (5) 

with 

Ko =K,KiD . 

The solution of the differential equation is 

XI (t )  =XeO exp ( -Kot) 

+KO-I (dxe/dt) [l - exp ( -Kot) ] .  (6) 

We obviously may call Ko the gain of the servo 
loop. The solution shows that, in the long term, 
the systematic offset tends to zero if the crystal 
oscillator has no drift ; otherwise, the systematic 
offset would be given by the second term of 
Equation ti .  

The frequency fluctuations of  the controlled 
oscillator are due to two main causes : 

1 .  Spontaneous fluctuations of the oscillator 
frequency which are too rapid to be com
pletely canceled by the action of the control 
loop. 

2. Noise introduced in the control loop due to 
the shot effect of the atomic beam. 

In this paper, we shall consider only the influence 
of the shot-effect noise and assume that the oscil
lator is perfcctly stable. This point of view is 
justified in all the cases in which the shot effect 
is the main cause of the obsprved frequency 
fluctuations.  Expcrienee has showlI that this can 

be admitted for the atomic beam tubes actually 
used and for good crystal oscillators. 

SIMPLE ESTIMATION NEGLECTING SERVO 

CHARACTERISTICS 

A very simple but rough estimation of the error 
in measuring the frequency of the atomic reso
nance can be obtained in the following way : 

We call II the total detected ion current and 
IR the amplitude of the Ramsey-pattern charac
teristic of the atomic beam resonator. The central 
part of this resonance pattern is described by 

I (x) = IR cos (1I"/4)x, 

which is a good approximation for I X I < 2. For 
x = ± 1 (i .e. ,  on the skirts of the resonance pat
tern) a current variation .11 corresponds to a 
frequency variation of 

(7) 

The current fluctuates according to Schottky's 
formula ( References 1 and 2) , giving a mean
square value of 

(8) 

where B is the bandwidth of the detection system. 
From these relations, we get 

If each measurement lasts for a time r;:::::; I/B, 
can calculate a relati�e standard deviation 
the measured frequency, which is given by 

u' 
we 
for 
the 

relation 

u';:::::; 1 .8 ( I1v/vbIR) (eII/r) 1/2, ( 10) 

allowing a rapid evaluation of the precision limit 
set by the shot noise. We shall see that in actual 
systems this formula gives a result which is too 
optimistic. 

SHOT NOISE ACTING ON THE FREQUENCY 

CONTROL LOOP 

We admit that the noise perturbations are 
random and that their probability distribution 
does not change with time. 

The mean-square value (XI2 (t) ) of the normal
ized frequency Xl can be (:alculated if its speetral 
density G1 (w) is knowlI. (X12 ( t) ) is given by the 
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well-known relation (References 1 and 2) 

(Xn 

control 

=� GI (W) dw. 
271" 

0 ( 1 1 ) 

The frequency servo 

1°O 
system can be repre

sented as a filter with an input variable repre
senting the noise, and with Xl as the output vari
able. If we call Gb (w) the spectral density of the 
noise, the spectral density of the output is given 
by the relation 

( 12) 

For the shot noise, the spectral density is equal to 

( 13) 

according to Schottky's formula. 
The system transfer function Yb (iw) is estab

lished according to the block diagram shown in 
Figure 26-2. All variables are the Laplace trans
forms of the original time functions. At the out
put of the atomic beam tube, we obtain an ion 
current which is the sum of two terms repre
senting the signal and the noise : 

( 14) 

The coefficient a is the normalized modulation 
index of the low-frequency modulation on the 
excitation signal, described by the relation 

where Wm IS the angular frequency of the LF 

 

R ESONATOR 
F, ( p )  

x ,  

S ERVO SYSTEM 
- F2(p) ) R, t u,

FIGURE 26-2.-Establishment of system transfer function 
Yb(iw). 

modulation. FI (p) is the transfer function of the 
atomic beam tube : 

(15)  

TT being the interaction time of  the atomic beam 
(Reference 3) . IN, the second term of Equation 14, 
is the fluctuating part of the ion current due to 
shot noise. 

The frequency control servo is described by the 
relation 

( 16) 

Rl is the input resistance of the preamplifier. The 
negative sign is necessary to obtain the proper 
correcting sense of the servo (cf. Equation 2) . 
By eliminating Ij from Equations 15 and 1 6, 
we obtain 

and thus 

The form of F 2 (p) depends on the detailed charac
teristics of the amplifiers, the synchronous de
tector, and the integrator. Generally, it can be 
represented as a ratio of polynomes : 

F2 (P) = Ks[P(p) /Q (p) ], ( 18) 

the degree of P (p) and Q (p) depending on the 
complexity of the circuits. Ks is a constant which 
determines the overall gain. The simplest form 
we can use to represent F 2 (p) is 

where the factor l/p describes the operation of 
the integrator and T is the time constant of the 
amplifier. If a selective low-frequency amplifier 
having a bandwidth of B cps is used, T is about 
equal to l/7rB. 

If the time constant T is large compared with 
the interaction time Tr, we may neglect Tr with 
respect to T and put FI (p) equal to 1 .  We then 
have 

with Ko = K,aRlh. Ko is the gain of the servo 
loop and is similar to the Ko used in Equation 5. 
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Putting p = iw, we obtain-according to Equa
tion 12-the spectral density of the normalized 
variable Xl : 

GI (w) = (eld7r) (KNa2IR2) [ (KO - w2T) 2+w2J-l. 

(2 1 )  

By means of Equation 1 1  we  then get the mean
square <XI2 ) :  

( 22) 

The solution of the integral in this equation is 
equal to 

It is important to note that the value of the inte
gral is not depending on the servo time constant 
T. Intuitively,  we would like to believe that, for 
a given loop gain Ko, the servo would filter out 
more noise if T were increased. This is true for 
the higher frequency components of thc noise, 
but at the same time the servo response becomes 
oscillatory and less damped. This is why the 
mean-square fluctuation does not diminish if the 
time constant is increased. 

The mean-square value <Xl2 ) is equal to 

( 24) 

From this we can calculate the standard devia
tion !To, which is a measure of the probability 
distribution width for the frequency of the con
trolled oscillator :  

( 25) 

FINITE SAMPLING TIMES 

The quasi-instantaneous value of the eontrolled
oscill

!To 
ator frequency having the standard devia

tion {'annot be ml'asured dirl'dly. The results 
of measurements carried out by mpans of {'ounters 
alway:; are averag(� values tak(,l 1  (lv('r a finite 
eounting or sampling time T. 

Each result is a sample given by the relation 

The standard deviation of these measured values 

(27) 

depends on the sampling time T. It is well known 
that this standard deviation is equal to 

IT(T)  = ( Aj2T) l/2 (28) 

if the spectral density G (w) of X (t) is a constant 
and equal to A (Reference 2) . In our case, the 
spectral density as described by Equation 2 1  is 
not constant ; and therefore it is not possible to 
apply Equation 28. 

A more general relation due to D. K. C. Mac
Donald ( Reference 3) allows us to calculate <X,2 ) 
from the spectral density : 

(29) 

It is easy to verify that 

<X,2 ) = (Aj2T) 

as in Equation 28. Furthermore, we have 

lim 
,10 

<X,2 ) = <Xl2 ) .  

The integral in Equation 29 cannot be solvL'<l in 
an explicit form and has to be calculated by means 
of a computer. 

To obtain an approximate evaluation of <X,2 ) ,  
we transform the spectral density function Ol (w) 
into a rectangle according to Figure 2G-3 . From 
Equation 21 we have 

GI (w) = Go l KN[(Ko - w2TF+w2J } ,  (30) 

with 
Go = eld7ra2IR2. 

The surface of the equivalent rectangle is equal 
to the integral 

The width of the rectangle is equal to the ('utoff 
frequell(�y We defined by the relation 

GI (wc) = (/0 ; 
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and thus 

We = T-l (2KoT- 1) 1/2, (31)  

which is valid for KoT>t. 
We then get, with 

G m = G07r Ko/2we, (32) 

an equivalent spectral density which is constant 
below We and zero above We. For sampling times 'I' 
which are long compared with the period of the 
cutoff frequency-that is, 

T» 27r/we, 

G,(W ) 

Gm r---------r------1-, 

�r------------------+------�----. w 
We 

FIGURE 26-3.-Transformation of spectral density func
tion GI (w) into rectangle. 

we may neglect the contributions of the high
frequency components. This leads to the estima
tion 

from which we obtain the standard deviation 

(34) 

NUMERICAL EXAMPLES 

We have calculated the standard deviations for 
two cesium beam frequency standards having 
very different characteristics .  Standard 1 uses a 
Varian BLR 2 tube with an interaction length of 

TABLE 26-1 

Deviation Standard 1 Standard 2 

Llv 
Vb 

(cps) 290 35 

a 
(cps) 9 . 2 X 109 9 . 2 X 109 

Ko 
0 . 1  0 . 1  

(sec-I) 40 40 
II (A) 3 . 94 X IO-I' 5 X IO-I' 
IR (A) 1 .  37 X 10-1' 1 X 10-1' 

We 
T (sec) 0 . 027 0 . 08 

(sec-I) 40 18 . 5  

10 inches and Standard 2 ,  the 4-meter-Iong beam 
ube of the L.S.R.H. ( Reference 4) . The data for 
he two examples are given in Table 26-1 .  

For the three standard 
according 

and 
(

deviations 0' ('I') ac
ording to Equation 34, 

10, 
) to Equa

ion 0'0 according 
0" 

to 
'I'

Equation 25, we ob
ained the results shown in Table 26-2. 

From measurements against a Varian 4700A 
ubidium-gas-cell standard having itself a short
erm stability of 1 X 10-11 '1'-1/2, we obtained the 
ollowing results : 

Standard 1 :  

0' exp = 1 . 1  X 10-10 '1'-1/2, 

Standard 2 

The short-term fluctuations of the crystal oscil
lators used in the experiments were in the range 
of 1 to 2 parts in 10-11 for a I-second sampling 
time, when the oscillators were free-running. The 
calculated values for 0' ('I') agree fairly well with 
the experimental results, at least for sampling 
times over 1 second. We, however, have some 

TABLE 26-2 

Deviation I 
---------------

Standard 1 Standard 2 

: ---------------
/O'(r) 9 X 10-11 ,/,-1/' 2 . 5  X 10-11 ,/,-1 ' 

O" (
0'0 

/r) 3 . 3 X IO-1I ,/,-1/' 6 . 1  X 10-12 ,/,-1 ' 

� - - -- --� �-

3 . 2 X I

- - ---

O-IO 

------_.-------

6 . 4  X 10

--------

-11 

t
t

c
t
t

r
t
f
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doubts as to whether the approximation leading 
to Equation 34 still would be good for shorter 
sampling times. Equation 10 leads to results 
which are too small, but it can be used to com
pare different types of beam tubes. 

To check further the approximation of Equa
tion 34, we have calculated numerically on a 
desk computer the integral of Equation 29 with 
the data of Standard 1 and 1 sec ; we obtained 
a result of 7 
than 

X 1O-1l .  This is 
T = 

20 percent smaller 
the value shown in Table 26-2. Further 

checks might be useful ; but, for the time being, 

we believe that Equation 34 gives a conservative 
approximation. 
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